
2-D spatial patterning in animals: stripe patterning in
fish skin
The RD model combining local self-enhancement and lat-
eral inhibition applies to numerous biological systems [4].
One excellent example of 2-D spatial patterning explained
by the Turing mechanism is fish skin patterning. For
instance, the dazzling stripe patterns of marine angelfish
self-rearrange as the fish grow, and these dynamics can be
simulated precisely by the RD model [5]. Likewise, the
complex spots and labyrinthine stripes of salmon species
and their hybrids can be simulated by changing RD para-
meters [6].

Using zebrafish as a model has enabled exploration of
the dynamics and autonomy of stripe patterning [7–9].
The characteristic light and dark stripes of adult zebra-
fish are formed by ordered arrangements of two pigment
cell types: black cells (melanophores) and yellow cells
(xanthophores) (Figure 2) [7]. A series of laser-ablation
experiments revealed not only robust regeneration of
stripe patterns, but unique interaction properties of
the two cell types (Figure 2) [10]. When black and yellow
cells are in close proximity, they act in a mutually exclu-
sive manner. However, the black cells require the pre-
sence of yellow cells in a distant location for survival [10].
These findings can be condensed into a simple circuit
representing lateral inhibition, whereby the mutual inhi-
bition of black and yellow cells results in self-activation of
yellow cells (A), which activates the black cells (I) at a
distance. In return, the black cells (I) inhibit yellow cells
(A) (Figure 2) [10].

What is the underlying molecular basis of the circuit?
Studies of zebrafish stripe pattern mutants suggest roles
for receptor kinase signaling and ion channels in proper
pigment patterning [11–13]. An in vitro cell culture study
further demonstrated that the black cells undergo rapid
contact-dependent depolarization when ‘touched’ by the
yellow cells, which is likely to be the mechanism for
repulsion and, hence, the mutual exclusion of the two cell
types [14]. The molecular identity of the long-range signal
required for melanophore viability remains unknown.

2-D spatial patterning in animals: contact-dependent
lateral inhibition during neuroectoderm patterning
The Notch–Delta signaling pathway regulates 2-D spatial
patterning mediated by cell–cell interactions in multiple
developmental contexts in animals [15–17]. For instance,
during Drosophila embryogenesis, neural cells are speci-
fied among a group of equipotent cells in neuroectoderm
through an intercellular activator–inhibitor system. Delta
is a membrane-bound ligand for Notch. A cell perceiving
Delta from its neighbor represses its own Delta expression
(Figure 3a). Eventually, cells with high Delta activity
adopt a neuronal fate, whereas those with low Delta activ-
ity adopt an epidermal fate [15–17]. Here, the assumption
is that Delta is initially expressed uniformly (Figure 3b; ti),
but a stochastic difference in Delta expression levels leads
to a checkerboard pattern of two cell types (Figure 3b). A
mathematical model with a simple assumption of direc-
tional Notch–Delta interaction between cells in direct
contact can sufficiently recapitulate the spatial distribu-
tion of neuroblasts, and changing the model parameters
allows different steady-state outcomes of neuroblast dis-
tribution (Figure 3b; tS1 and tS2) [18].

Notch signal transduction triggers sequential activation
and inhibition of basic helix-loop-helix (bHLH) transcrip-
tion factors. Briefly, Notch-initiated signal transduction
activates Enhancer of Split [E(spl)] bHLH proteins, which
repress the Achaete–Scute complex (AS-C) of neurogenic
bHLHs, thereby forcing an epidermal (non-neural) cell
fate (Figure 3c). A core neurogenic network model
incorporating strong self-amplication by Achaete and
Schute demonstrates robustness to noise (such as changes
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Figure 1. The reaction–diffusion (RD) model and Turing patterns. (a) Turing’s RD
model possesses a minimum of two components, an activator (A) and an inhibitor
(I). A autoactivates itself and induces expression of I, which in turn inhibits A. I
diffuses at a faster rate than A. (b) Changing various parameters in Turing’s model
can produce dazzling arrays of two-dimensional spatial patterns, many of which
resemble the spots and stripes found in nature, such as fish stripes and giraffe
reticulation. Simulation images adapted with permission from [3] (! AAAS). (c)
Turing’s equations. Change of [A] and [I] per unit time is determined by the
reaction (the relation between A and I) and the diffusion of A and I over unit space.
For a Turing wave pattern to emerge, the function F is defined such that [I] is
inversely proportional to [A] and the function G is defined such that [I] depends
positively on [A]. Mathematical modeling often includes additional parameters,
such as protein decay rates, in these functions.
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Figure 2. Skin stripe patterning in zebrafish. (a) Zebrafish stripes are formed by
the interaction of black cells (melanophores) and yellow cells (xanthophores). (b)
Interactions leading to stripe formation can be explained by the reaction–diffusion
(RD) model. Mutual inhibition of black and yellow leads to autoactivation for
yellow cells. Mutual exclusion of the two cell types is achieved by contact-
dependent depolarization of black cells when touched by a yellow cell. The
molecular nature of the long-range activation signal from the yellow cells is
unknown. Zebrafish cartoon courtesy of David Parichy (University of Washington).
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Multicellular organisms produce complex tissues with
specialized cell types. During animal development,
numerous cell–cell interactions shape tissue patterning
through mechanisms involving contact-dependent cell
migration and ligand–receptor-mediated lateral inhibi-
tion. Owing to the presence of cell walls, plant cells
neither migrate nor undergo apoptosis as a means to
correct for mis-specified cells. How can plants generate
functional tissue patterns? This review aims to deduce
fundamental principles of pattern formation through
examining two-dimensional (2-D) spatial tissue pattern-
ing in plants and animals. Turing’s mathematical frame-
work will be introduced and applied to classic examples
of de novo 2-D patterning in both animal and plant
systems. By comparing their regulatory circuits, new
insights into the similarities and differences of the basic
principles governing tissue patterning will be discussed.

Principles of patterning
Multicellularity allows an efficient division of labor among
cells, in which individual cells can adapt to specific tasks
rather than generalizing to all processes needed for inde-
pendent life. To perform different functions, multicellular
organisms produce complex tissues, each of which com-
prises specialized cell types in an appropriate spatial
configuration. Emergence of a beautiful tissue pattern
from seemingly uniform, undifferentiated cells during
development has fascinated not only biologists but also
mathematicians and others. Both plant and animal cells
coordinate proliferation and differentiation to generate
functional tissues. However, there are fundamental dif-
ferences between them. Due to the presence of cell walls
that ‘glue’ neighboring cells in place, plant development
occurs in the absence of cell migration. In addition, plant
cells do not use apoptosis as a means to correct mis-
specified cells during tissue patterning. Such fundamental
differences between plant and animal cells raise the ques-
tion of whether the basic logic and the molecular mechan-
isms of tissue patterning could be comparable between
these two kingdoms. This review focuses on 2-D spatial
tissue patterning in plants and animals to deduce the
fundamental principles of pattern formation. After
describing Turing’s mathematical framework, four classic
examples of 2-D spatial patterning are examined: two in

animals (zebrafish skin stripe patterning and Drosophila/
vertebrate neural patterning) and two in plants (Arabidop-
sis leaf epidermal patterning of stomata and trichomes).
Through comparison of their regulatory networks, new
insights into the commonalities and differences in the basic
principles governing tissue patterning are gained.

Activator–inhibitor systems of reaction–diffusion
equations: Turing pattern formation
More than half a century ago, Alan Turing proposed the-
oretical mechanisms for biological pattern formation [1].
The model known as the reaction–diffusion (RD) model can
generate beautiful, dynamic, and self-organizing patterns
simply owing to the instability of a homogenous steady
state in two substances. During the 1970s, Alfred Gierer
and Hans Menhard described a specific case of the RD
system as an activator–inhibitor model, defining the two
bioactive substances as activator (A) and inhibitor (I)
(Figure 1) [2]. A and I both diffuse and interact. Here, A
amplifies its own synthesis as well as inducing I, I inhibits
A, and I diffuses faster than A (Figure 1c; see equations [i]
and [ii]), causing lateral inhibition of a locally activated
domain (Figure 1). This mechanism amplifies initial tiny
fluctuations (noise) into large-amplitude equilibrium spa-
tial patterns. Stochastic elevation of A in some regions
leads to ever-higher levels of A due to its autocatalytic self-
activation. Any high-A patch arising in this manner is also
a patch, with high rates of synthesis of I. I diffuses much
faster than A. Much of the I that is synthesized in the patch
leaks laterally into regions surrounding the high-A patch
and inhibits the synthesis of A. By modifying the diffusion
constants and the kinetics of the A–I interactions, this
simple circuit generates stationary waves as a steady-state
outcome of de novo pattern formation, resulting in a kalei-
doscope of dazzling spatial patterns (Figure 1) [3].

The RD model does not represent cells explicitly; it is a
continuum field model that assumes that the interaction
chemistry between A and I is dispersed throughout a con-
tinuous, featureless medium, and that the diffusion of A and
I occurs through this continuum and is not punctuated by
cell membranes or cell walls. Turing also made models
characterizing discrete cells arranged in a ring (so that each
cell has two neighbors) and showed that the two kinds of
model produced the same kinds of patterns. The molecular
mechanisms of tissue pattern formation found so far appear
to emulate Turing’s models while being embedded in sys-
tems more complex than he ever considered.
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More than half a century ago, Alan Turing postulated
that pigment patterns may arise from a mechanism that
could be mathematically modeled based on the diffusion
of two substances that interact with each other. Over the
past 15 years, the molecular and genetic tools to verify
this prediction have become available. Here, we review
experimental studies aimed at identifying the mecha-
nism underlying pigment pattern formation in zebrafish.
Extensive molecular genetic studies in this model organ-
ism have revealed the interactions between the pigment
cells that are responsible for the patterns. The mecha-
nism discovered is substantially different from that pre-
dicted by the mathematical model, but it retains the
property of ‘local activation and long-range inhibition’,
a necessary condition for Turing pattern formation. Al-
though some of the molecular details of pattern forma-
tion remain to be elucidated, current evidence confirms
that the underlying mechanism is mathematically equiv-
alent to the Turing mechanism.

How do skin patterns form?
The beauty and variety of animal pigmentation patterns
have an attraction not only for the public, but also for
developmental biologists interested in understanding the
formation of such patterns [1,2]. Two characteristics have
piqued the curiosity of developmental biologists about the
underlying mechanism of pattern formation. The first is
the variation in patterns among closely related species. For
example, one can see by going to an aquarium that pigment
patterns of fish vary extensively among species, even those
belonging to the same genus. Yet, the genomes of all of
these species are similar, particularly within a genus, so it
is unlikely that a different mechanism underlies each
different pattern. This suggests that a single underlying
mechanism can produce all of the various types of skin
pattern.

The second characteristic is that, in many cases, there
are no internal body structures corresponding to the pig-
ment pattern. This means that there are few landmarks in
the animal body for the pigment cells to follow, and that
development of patterns of pigmentation in the skin
appears to occur without any influence from internal anat-
omy. In other words, pigment pattern formation requires a

self-organizing process that develops spatial pattern au-
tonomously, without any prepattern. Known mechanisms
of embryology fail to explain these two characteristics of
animal skin patterning, but an old mathematical model
may provide an explanation.

In 1952, the English mathematician Alan Turing pre-
sented a unique theoretical model that suggests a mecha-
nism for spatial pattern formation in organisms [3]. Now
known as the Turing model or the reaction-diffusion mod-
el, it has become the most accepted theoretical model for
the formation of animal pigmentation patterns [3]. The
original Turing model is a simple system comprising two
diffusible substances that interact with each other while
diffusing at different rates. Turing demonstrated, by
mathematical analysis, that this simple mechanism is
autonomously able to generate a type of stable wave
[3]. Later mathematical studies, using computer simula-
tions, proved that this hypothetical mechanism could
autonomously generate a variety of 2D patterns that
are similar to the pigmentation patterns in animal skin
[4–6]. Meinhardt and Gierer found that, for patterns to
emerge, the network of interactions of the Turing sub-
stances need to involve both local activation through
autocatalysis and long-range inhibition, which are now
accepted as necessary conditions for the autonomous for-
mation of pigment patterns [7]. A detailed explanation of
the mechanism involved in the Turing model, which
is outside the scope of this work, is available elsewhere
[8–10].

A significant number of biologists were intrigued by the
consistent ability of this mathematical model to produce
the periodic patterns often found in organisms. However,
when the segmentation-related stripes of Drosophila that
were originally assumed to be the product of the Turing
mechanism were found to be produced by the positional
information mechanism instead, most biologists became
more skeptical of the Turing model.

Then, in 1995, Kondo and Asai showed that the stripes
of the emperor angelfish split continuously during its
growth, and that this dynamic change in the pattern of
the stripes was precisely predicted by the Turing model
[11]. Similar rearrangements in pigmentation patterns
were also observed in other species, including zebrafish
(Figure 1) [12–14]. Discovery of these dynamic properties of
pigment patterning reinvigorated interest in the mathe-
matical model, and gave it credence as one of the most
feasible approaches to understanding the processes in-
volved in this patterning.
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Nevertheless, although the similarities between the
mathematically produced patterns and the patterns of
pigmentation found in nature are impressive, they are
not definitive evidence. The original Turing model is too
abstract to be adapted in a straightforward manner to real-
life systems, and some of the properties of the diffusing
substances required by the model cannot be expected to be
found in living organisms. For example, in the model, the
rates of reaction and diffusion need to be stable [8]. Analy-
sis of computer simulations revealed that a change of less
than 10% in parameter values can cause a drastic change
in the resulting pattern [5]. However, in a real biological
system, the values of such parameters are more likely to
fluctuate, which would make the resulting patterns irreg-
ular.

Therefore, experimental studies have been carried out
to identify the driving force behind the patterning of the
skin [11,15]. A full understanding of the detailed mecha-
nism that gives rise to the variety of animal patterns is
expected to yield a new principle in the field of develop-
mental biology, and to provide valuable experimental feed-
back to the field of mathematical biology. It is noteworthy
that reaction-diffusion is not the only possible mechanism
for autonomous pattern formation. For example, the effect
of mechanical stress on biological pattern formation has
recently been suggested to have a role in the arrangement
of cell arrays [16] and in the cracked appearance in the skin
of reptiles [17]. However, the Turing mechanism is the
most generally accepted and widely applicable model
[18,19], and further elucidation of its precise nature would
provide insights that might guide the investigation of
other possible mechanisms. In this review, we summarize

numerous experimental results and show how the abstract
theoretical idea of a Turing-like mechanism has gradually
been confirmed over the past 15 years.

Zebrafish as a model organism to study pigment
patterning
Among the many animal species that have skin patterns,
the zebrafish is the only model organism for which a
variety of techniques for genetic manipulation [20,21]
and a library of mutant lines [22–24] are both available.
As a result of these obvious advantages, studies involving
zebrafish have been the leading source for information
about patterning in skin pigmentation [25]. These studies
have also produced several mutants, and have uncovered
the involvement of numerous genes in the regulation of
pattern formation [26–51].

Zebrafish have distinct stripes, both on their bodies and
on their fins (Figure 2, wild type). Stripes in the fin
comprise melanophores, which produce a black pigment,
and xanthophores, which produce a yellow pigment, local-
izing to adjacent, nonoverlapping regions [25,52]. Zebrafish
also have cells called iridophores; in fins, the distribution of
these cells does not correspond with the pattern of the
stripes [46]. However, in the body trunk, two specific types
of iridophore, both of which are silver (or blue) in color,
colocalize with melanophores and xanthophores [53]. Flat,
L-type iridophores are localized beneath melanophores in
the stripe region, and columnar, S-type iridophores are
localized as clusters beneath xanthophores in the inter-
stripe region [53]. The configurations of the various pig-
ment cells in the body and in the fins of zebrafish have been
analyzed in detail by electron microscopy [53,54].
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Figure 1. Regeneration of labyrinthine pattern in adult zebrafish suggests involvement of a self-organizing mechanism. (A–D) Regeneration process of the pigmentation
pattern induced by laser ablation. Laser ablation killed all three types of pigment cell in a square area of an adult zebrafish. At day 7 (A), melanophores and xanthophores
developed randomly. (B–D) The stripes then developed, but the directionality was lost. Note that the spacing between the regenerated stripes is almost the same as the
original spacing. (E) Normal fin stripes developed in temperature-sensitive csf1ra mutant ( fms174A) fish when cultured at the permissive temperature. (F) When the activity
of csf1ra was lost, no pattern developed in caudal fins. (G) When the activity of csf1ra was recovered in adult fish, de novo generation of stripes occurred. Directionality of
the stripes was also lost in fins. Reproduced from [14] (A–D) and [13] (E–G).
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and the pattern of stripes was regenerated [13]. Similarly,
in a complementary experiment, Parichy and Turner
transplanted wild type (csf1ra+) cells into csf1ra– host fish,
and confirmed that melanophore stripes developed around
the donor-derived cells in host fish [13]. These findings
provide unambiguous evidence that the de novo generation
of stripes (in a labyrinth pattern) by melanophores and
xanthophores is possible even in adult fish.

Nakamasu et al. used a laser to ablate pigment cells in
various targeted regions to observe the effects of the loss of
neighboring cells on the survival and development of mel-
anophores and xanthophores [15]. This experimental de-
sign made it possible to determine the effect of the distance
between interacting cells on the nature of each interaction
in the overall interaction network [15]. The researchers
found that neighboring melanophores and xanthophores
compete for survival and development, such that xantho-
phores actively eliminate adjacent melanophores; at the
same time, xanthophores exhibit a long-range enhancing
effect on melanophore survival and development
[15]. Therefore, the interaction between xanthophores
and melanophores is reversed depending on the space
between the cells.

Given that the version of laser ablation used in these
experiments specifically kills those cells that have colored
pigments, iridophores are effectively resistant to the treat-
ment. However, it was recently noticed that some (approx-
imately 20%) of the iridophores located beneath the killed
xanthophores also die. Therefore, some loss of iridophores
also occurs in this laser experiment. However, the comple-
mentary experiment by Parichy and Turner involving
transplantation of wild type cells into csf1ra– host fish
[13], and at least one in vitro experiment [58], indicate
that the effects of xanthophores on melanophores is suffi-
cient to explain the observed phenomena.

Identification of feedback loops consistent with the
Turing model
The inferred interaction network between melanophores
and xanthophores is shown in Figure 3. There are two
feedback loops in this network. One involves mutual in-
hibitory interactions that function locally. Given that this
feedback loop contains two negative interactions, it pro-
duces a similar result to that of a positive feedback loop.
The second feedback loop is one in which melanophores
exhibit a local, negative effect on xanthophores, while the
latter induce a long-range, positive effect on the former;
this feedback loop has the overall effect of a long-range
negative feedback loop. The combination of these two
feedback loops produces an outcome that is consistent with
the necessary conditions for pattern formation in the Tur-
ing model.

One of the amazing properties of the Turing mecha-
nism is that, within the system, a variety of patterns can
be formed by changing or tuning only a single parameter
(Figure 4). Watanabe and Kondo tested whether this
property of the theoretical system has a role in pigment
patterning in zebrafish [59]. The leopard (cx41.8) gene,
which encodes the gap junction protein Connexin 41.8
[41], mediates interactions between melanophores
and xanthophores [57]. Watanabe and Kondo expressed

various alleles of this gene, each of which exhibited a
different level of activity, in zebrafish, to ‘tune’ the mela-
nophore–xanthophore interaction, and successfully gen-
erated a variety of patterns (including the spotted pattern
expected of the leopard allele, rings, the labyrinth pat-
tern, and others) in the transgenic zebrafish [59]. These
results further suggested that a Turing-like mechanism
is responsible for pigment pattern formation. This ‘tun-
ing’ of cx41.8 activity also produced various stripe pat-
terns, with altered numbers, widths, or positions of the
stripes, demonstrating that these parameters are deter-
mined by the interaction between melanophores and
xanthophores.

Mechanisms of cell–cell interactions
Recent attempts to identify the molecular and cellular
factors involved in the cell–cell interactions that are re-
sponsible for pattern formation have revealed some unex-
pected cellular events and roles in the interaction network.
For example, Inaba et al. isolated pigment cells from fins
and plated them in a culture dish to study the in vitro
behavior of mixed melanophores and xanthophores
[60]. They found that xanthophores extend dendrites to-
ward melanophores, and that contact with a xanthophore
dendrite induces the melanophores to migrate away from
the xanthophores (Figure 5) [60]. Using a fluorescent dye to
detect depolarization of the melanophore membrane, they
showed that this is a specific response to the contact
between these two cell types [60]. Yamanaka and Kondo
extended this in vitro assay, and observed that xantho-
phores actively follow the melanophore [61]. This ‘chase
and run’ behavior does not occur to the same extent with
leopard and jaguar mutant pigment cells [61], suggesting
that this in vitro behavior is relevant for pigment pattern
formation.
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Figure 3. Putative interaction network of pigment pattern formation deduced from
various experiments. (A) Interaction network in the fins. Two feedback loops are
identified. The distance of the interactions is determined by the length of the cell
projections. This network satisfies the necessary conditions of Turing pattern
formation. (B) Interaction network in the body. In addition to the network of
melanophores and xanthophores, iridophores are required to generate the pattern.
How the iridophores influence the dynamics of the whole network is still not clear.
The arrows in the model are based on the assumption that these cells behave in
the same way in both the fins and the body trunk. Given that laser ablation often
induces severe necrosis of the fins, results from such experiments involving the
fins are not available. Parichy and Turner demonstrated the existence of a long-
range interaction in fins [13], but the short-range effect is only based on an in vitro
experiment [60], and needs to be confirmed as being present in zebrafish fins in
vivo. Abbreviations: Ir, iridophore; M, melanophore; X, xanthophore.
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predicted targets. If these genes are miRNA
targets in the gonadal pathway, then their down-
regulation should restore longevity tomir-84;mir-
241;glp-1 triple mutants. RNAi treatment from
L4 onwards revealed that only lin-14RNAi restored
life-span extension to the triple mutants (Fig. 4A
and table S1).

lin-14 is an intriguing candidate because
Slack had previously shown that lin-14 loss of
function extends life span in a daf-16/FOXO–
dependent manner, and lin-14 gain-of-function
mutations shorten life span (20). During devel-
opment lin-14 governs L1-L2 transitions, but its
context in aging is unclear. We found that lin-
14RNAi extended life span in WT animals as
reported, but it did not further extend the life of
glp-1mutants (Fig. 4A). To examine its relationship
with daf-16/FOXO, we tested whether lin-14
knockdown influenced daf-16 target gene ex-
pression. Similar to aging experiments in which
longevity was restored, lin-14RNAi also signifi-
cantly restored daf-16 expression of sod-3 and
lipl-4 to mir-84;mir-241;glp-1 (Fig. 4F and
fig. S7F). Altogether, these observations suggest
that the miRNAs down-regulate lin-14 and
promote longevity via daf-16.

To test this hypothesis, we examined reg-
ulation of lin-14 by mir-84;mir-241. As above,
a luciferase reporter with the lin-14-3′UTR was
down-regulated by miRNAs (fig. S7B). Similar-
ly, a lin-14-3′UTR-DR construct was up-regulated
in mir-84;mir-241 double mutants relative to WT,
whereas the unc-1-3′UTR-DR controls were un-
changed (Fig. 4, B and C). Consistent with a
role in the gonadal pathway, the lin-14-3′UTR-DR
construct and full-length lin-14::gfp were down-
regulated in intestinal nuclei of germline-less
animals relative to gonad-intact controls (Fig. 4,
D and E, and fig. S7, D and E). Collectively, these
results reveal that lin-14, a core component of
the developmental clock, functions in the gonad-
al longevity circuit, where it is down-regulated
by miRNAs upon germline removal.

In this work, we show that components of an
early life developmental timing switch (i.e., the
steroid receptor DAF-12; its ligands; its target
miRNAs of the let-7 family; and LIN-14, the
miRNAs’ target) are used to regulate adult life
span in response to signals from the gonad. We
propose a model in which they work as part of
a hormone-regulated switch between reproduc-
tive and survival modes at larval to adult stage
commitments (fig. S8). When GSC proliferation
is prevented, unknown signals up-regulate daf-36
and DA production by the L4/young adult stage,
subsequently activating DAF-12 and its miRNA
targets, mir-84 and mir-241. In turn, these
miRNAs down-regulate akt-1, lin-14, and possi-
bly other targets, which stimulate DAF-16/FOXO
transcriptional activity, extending survival and life
span. Because miRNA deletion does not fully
abolishDAF-16 activity, other signals from either
gonad or DAF-12 may also prompt gonadal lon-
gevity. Conversely, when GSC proliferation en-
sues, DA signaling is down-regulated, miRNA

expression is low, and lin-14 and akt-1 expression
are high, resulting in normal life span. This switch
could provide a critical link between develop-
ment and longevity, serving as a checkpoint mon-
itoring the state of the germ line. For example,
germline absence couldmimic endogenous stress
signals induced by germline quiescence or pro-
liferative arrest in response to nutrient depriva-
tion, infection, or damage. As components of a
developmental timer, the hormone-miRNA axis
could ensure coordinate metabolism, matura-
tion, and the relative timing of events between
the reproductive system and the soma, with ul-
timate effects on life span. It will be interesting
to dissect the interaction of other miRNAs im-
plicated in longevity with this axis (20, 21). Fur-
thermore, these findings extend the role of let-7
family members beyond developmental timing
and differentiation to the regulation of insulin/IGF
signaling andmetabolism, similar to recent studies
in mammals (22). Because let-7 family mem-
bers and other components of this circuitry are
evolutionarily conserved, it will be interesting
to see if similar pathways affect longevity in
vertebrates.

References and Notes
1. H. Hsin, C. Kenyon, Nature 399, 362 (1999).
2. N. Arantes-Oliveira, J. Apfeld, A. Dillin, C. Kenyon,

Science 295, 502 (2002).
3. T. Flatt et al., Proc. Natl. Acad. Sci. U.S.A. 105, 6368

(2008).
4. B. Gerisch et al., Proc. Natl. Acad. Sci. U.S.A. 104,

5014 (2007).
5. T. M. Yamawaki et al., PLoS Biol. 8, e1000468

(2010).
6. J. R. Berman, C. Kenyon, Cell 124, 1055 (2006).
7. M. McCormick, K. Chen, P. Ramaswamy, C. Kenyon,

Aging Cell 11, 192 (2012).
8. J. Wollam et al., PLoS Biol. 10, e1001305 (2012).

9. J. Wollam et al., Aging Cell 10, 879 (2011).
10. T. Yoshiyama-Yanagawa et al., J. Biol. Chem. 286, 25756

(2011).
11. A. Bethke, N. Fielenbach, Z. Wang, D. J. Mangelsdorf,

A. Antebi, Science 324, 95 (2009).
12. C. M. Hammell, X. Karp, V. Ambros, Proc. Natl. Acad.

Sci. U.S.A. 106, 18668 (2009).
13. J. Goudeau et al., PLoS Biol. 9, e1000599

(2011).
14. M. C. Wang, E. J. O’Rourke, G. Ruvkun, Science 322,

957 (2008).
15. L. R. Lapierre, S. Gelino, A. Meléndez, M. Hansen,

Curr. Biol. 21, 1507 (2011).
16. M. Hammell et al., Nat. Methods 5, 813 (2008).
17. C. J. Kenyon, Nature 464, 504 (2010).
18. S. Paradis, G. Ruvkun, Genes Dev. 12, 2488

(1998).
19. T. D. Resnick, K. A. McCulloch, A. E. Rougvie, Dev. Dyn.

239, 1477 (2010).
20. M. Boehm, F. Slack, Science 310, 1954 (2005).
21. K. Boulias, H. R. Horvitz, Cell Metab. 15, 439 (2012).
22. H. Zhu et al., Cell 147, 81 (2011).

Acknowledgments: We thank C. Montino for technical help;
M. Denzel for manuscript comments; S. Lo (Chang-Qung
University) for plasmids; and I. Greenwald (Columbia
University), H. Aguilaniu (ENS de Lyon), C. Kenyon (University
of California San Francisco), and the Caenorhabditis Genetics
Center for strains. This work was supported by an European
Molecular Biology Organization fellowship (Y.S.) and the
National Institute on Aging/NIH, the Ellison Medical
Foundation, the Max Planck Society, Sybacol/Bundesministerium
für Bildung und Forschung, and CECAD (A.A.). Strain
pha-1(e2123);arEx1273(lin-14::gfp) is available from Iva
Greenwald (Columbia University) subject to a materials
transfer agreement with the Howard Hughes Medical Institute.

Supplementary Materials
www.sciencemag.org/cgi/content/full/338/6113/1472/DC1
Materials and Methods
Figs. S1 to S8
Tables S1 to S3
References (23–28)

16 August 2012; accepted 5 November 2012
10.1126/science.1228967

Hox Genes Regulate Digit Patterning
by Controlling the Wavelength of a
Turing-Type Mechanism
Rushikesh Sheth,1*† Luciano Marcon,2,3* M. Félix Bastida,1,4 Marisa Junco,1 Laura Quintana,2,3

Randall Dahn,5 Marie Kmita,6‡ James Sharpe,2,3,7‡ Maria A. Ros1,4‡

The formation of repetitive structures (such as stripes) in nature is often consistent with a
reaction-diffusion mechanism, or Turing model, of self-organizing systems. We used mouse
genetics to analyze how digit patterning (an iterative digit/nondigit pattern) is generated. We showed
that the progressive reduction in Hoxa13 and Hoxd11-Hoxd13 genes (hereafter referred to as
distal Hox genes) from the Gli3-null background results in progressively more severe polydactyly,
displaying thinner and densely packed digits. Combined with computer modeling, our results argue
for a Turing-type mechanism underlying digit patterning, in which the dose of distal Hox genes
modulates the digit period or wavelength. The phenotypic similarity with fish-fin endoskeleton
patterns suggests that the pentadactyl state has been achieved through modification of an
ancestral Turing-type mechanism.

Digit patterning has commonly been in-
terpreted in the context of a morphogen
gradient model (1, 2). The proposed

morphogen Sonic hedgehog (Shh) emanates
from the zone of polarizing activity (a cluster
of mesodermal cells in the posterior border of
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the limb bud) and establishes a gradient with
maximum levels posteriorly. Gli3 is the major
mediator of Shh signaling in limb develop-
ment and a genetic cause of polydactyly (2).
Because Shh prevents the processing of Gli3
to its repressor form (Gli3R), the Shh gra-
dient is translated into an inverse gradient of
Gli3R (3, 4). The surprising finding that mouse
Gli3 and Shh;Gli3 null mutants display identi-
cal polydactylous limb phenotypes demon-
strates that an iterative series of digits can
form in the absence of Shh (4, 5). Rather than
supporting a gradient model, this observation is
consistent with a Turing-type model for digit

patterning (6–11) in which dynamic interac-
tions between activator and inhibitor molecules
determine the wavelength of the specific pat-
tern and produce periodic patterns of spots or
stripes. This pattern has been hypothesized to
act as a molecular prepattern for chondrogenesis.
According to one of the specific predictions of
the model, the digit period or wavelength, de-
fined as the combined thickness of both digit
and interdigital region, should be subject to
modulation by perturbing the correct param-
eter of the gene network. This should lead to
autopods with digits varying in thickness and
number, which has never been clearly observed
to date.

Although the core molecules of a self-organizing
mechanism remain unknown, potential candi-
dates for molecular modulators of the system
include the Hox genes (10, 12). Distal Hoxa and
Hoxd genes have a well-documented impact
on digit number (13), though their specific role
remains unclear, possibly due to their various
interactions with the Shh-Gli3 pathway. These
interactions include the mutual transcriptional
regulation between Hox genes and Shh and
the binding of Hoxd12 to Gli3R, resulting in a
blockage of Gli3R repressor activity (14–16). In
general, gain- and loss-of-function experiments
suggest a positive relation between Hox genes
and digit number (14, 17–22), which is also in-
dicated by the ectopic anterior up-regulation of
distal Hoxd genes in the Gli3-dependent poly-
dactyly (4, 5). However, we showed that the
combined deletion of Hoxd11-13 and Gli3 exac-

erbated the Gli3 polydactyly (23), suggesting in-
stead a negative relation between distal Hoxd
genes and digit number.

Hoxd11-13;Gli3 mutants displayed a gain of
Hoxa13 expression, similar to Gli3 mutants (23).
To address the relation between Hoxa13 and
digit number, we generated double Hoxa13;Gli3
mutants (see supplementary materials and meth-
ods). At embryonic day 12.5 (E12.5), Sox9 ex-
pression marked the five digital chondrogenic
condensations in control autopods and revealed
the delay in differentiation in the anterior meso-
derm and the polydactyly typical of the Gli3
deficiency (Fig. 1A) (24). Hoxa13–/–;Gli3XtJ/XtJ

showed seven to eight digital condensations
in the posterior mesoderm plus a diffuse Sox9
expression in the anterior mesoderm, which
likely corresponded to presumptive digital con-
densations (Fig. 1A). Even though the number
of digits could not be precisely determined,
Sox9 expression suggested an increase in digit
number in Hoxa13–/–;Gli3XtJ/XtJ compared with
Gli3XtJ/XtJ mutants, supporting a negative effect
of Hoxa13 on digit number, similar to distal Hoxd
genes (23).

Hoxa13–/–;Gli3XtJ/XtJ limbs also displayed re-
duced digit wavelength and digit bifurcations (Fig.
1A). To quantify both features,we analyzed curved
anterior posterior (AP) profiles of Sox9 expression
at four equidistant positions along the proximal dis-
tal (PD) axis of the digit region of theHoxa13;Gli3
mutants shown in Fig. 1A (Fig. 1B and supple-
mentarymaterials).Wemeasured the average digit
period and AP length of each profile (shown in

Fig. 1. (A) Expression of Sox9 in E12.5 limbs of the
Hoxa13;Gli3 allelic series. Note the delayed differen-
tiation in the anteriormesoderm in the absence ofGli3.
The curved white and yellow lines show the AP profiles
used for the analysis of Sox9. The red arrowhead
points to a digit bifurcation. WT, wild type. (B) Sox9
staining intensity along the yellow profile indicated by
the curved arrow. AP length and the period of each
digit (from minimum to minimum) are measured and
shown for Hoxa13+/–;Gli3XtJ/XtJ. (C) Chart showing the
average digit periods versus AP lengths for each
profile and limb. A linear relation is observed in
controls and in the Gli3XtJ/XtJ background for either
the normal or heterozygous dose of Hoxa13, whereas
a flatter relation that correlates with bifurcations (red
arrowhead) is observed in the Hoxa13–/–;Gli3XtJ/XtJ

limbs (red line). The curved arrow marks the yellow
point corresponding to the profile in (B). (D and E)
Two simulations of the reaction-diffusion model
inside an E12.5 Gli3 mutant limb shape. (D) The
activator concentration obtained in the simulation
with a uniform modulation of wavelength w (shown
in the graph) shows digit bifurcation (red arrowhead)
similar to the Hoxa13–/–Gli3XtJ/XtJ mutants. (E) The
simulation result when wavelength is modulated
according to a suitable PD gradient (in this case, a 2D
gradient of simulated FGF signaling activity) avoids
bifurcations, because the wavelength increases with
increasing AP length. Limbs shown in all figures are
forelimbs with distal to the right and anterior to the top.
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the Hoxa13−/−;Gli3XtJ/XtJ limbs, where the aver-
age digit period flattened off distally, and, in
agreement with a Turing-type mechanism, digit
bifurcations occurred as the AP length increased
(Fig. 1A). Our quantification suggested that
normal digit patterning involves an effective PD
increase of the digit wavelength, which we hy-
pothesized must be carefully controlled if bi-
furcations are to be avoided.

To test this hypothesis, we built a two-
dimensional (2D) finite-element model based

on the shape of the Gli3XtJ/XtJ handplate at
E12.5 and simulated a reaction-diffusion sys-
tem by scaling the wavelength in either a uni-
form (remaining constant) or a graded manner
along the PD axis of the digital region (Fig. 1,
D and E , and supplementary text). We used a
generic activator-inhibitor reaction-diffusion
system, employing the minimal conditions to
satisfy Turing instability (see supplementary
text) (25). We determined whether a single
reaction parameter of the model could be an
effective target for wavelength modulation (figs.
S4 and S5) and chose the effect of activator
on inhibitor production (gu) as the most suitable
(see supplementary text). Our simulations showed
that digit bifurcations occurred in the uniform
case (red arrowhead Fig. 1D), whereas no bi-
furcations were shown when we used graded
wavelength scaling (Fig. 1E), reproducing the
observed mutant patterns. Our model suggests
that, in the absence of Gli3, the genetic reduc-
tion of Hoxa13 produces a global reduction in
wavelength (w), thereby increasing digit num-
ber, but also causes a shallower PD gradient of
w, which explains the observed digit bifurcations.
Because there is no evidence for a PD-graded

Hox expression, the simplest interpretation of
the model is that w is modulated by both the
Hoxa13 gene (explaining the global reduction
in wavelength) and fibroblast growth factor (FGF)
signaling (explaining the PD gradient), possibly
by co-regulating the same target genes (see sup-
plementary text).

Because Hoxa13–/–;Gli3XtJ/XtJ double mu-
tants display ectopic anterior expression of
Hoxd12 and Hoxd13, similar to Gli3 mutants
(fig. S1), it remained possible that the increased
polydactyly was due to the gain of Hoxd12
and Hoxd13. To challenge such functional com-
pensation and test whether the cumulative sum
of distal functional Hox genes controls digit
number by modulating the digit period, we gen-
erated triple mutants carrying the Hoxa13–,
HoxdDel11-13, andGli3XtJ alleles (Fig. 2). Skeletal
preparations of neonates of the triple-mutant al-
lelic series showed a variety of patterning defects,
including syndactyly (fused digits), brachydactyly
(shortened digits), absence of joints, ventral
bending of digits, and delayed ossification. Most
salient, however, was the clear trend toward in-
creased digit number as progressively more al-
leles of distal Hox genes were removed in the

A

B

C

Fig. 4. (A) Schematic representation of the net-
work of a general activator-inhibitor Turing
model. The four reaction kinetic parameters are
shown: fu, fv, gu, and gv. Fgf promotes a PD-
graded distribution of the parameter fu to drive
stripe orientation (gray dashed arrow). Hox and
Fgf inhibit the parameter gu to increase the wave-
length in a PD-graded manner (bold line). U,
activator; V, inhibitor. (B) Graphs of the average
digit period of the triple mutants with Gli3−/−

background at four equidistant positions along
the PD axis of the digital region. With the excep-
tion of Hoxa13+/–;HoxdDel11-13/Del11-13;Gli3XtJ/XtJ,
a clear trend is observed: The PD gradient of
wavelength is generally shallower as distal
Hox genes are removed. (C) Graphs of average
digit period (wavelength) versus distal Hox
gene dose in the three different Gli3 back-
grounds. A smooth positive correlation between
Hox gene dose and wavelength is observed in all
three cases.

Fig. 5. Vertebrate limb evo-
lution and distal Hox gene
function. A phylogenetic tree
of representative taxa and ap-
pendage skeletal patterns is
shown, as well as corresponding
distal Hox expression [in actinop-
terygians shown for Polyodon
spathula (28)] and Gli3R gradi-
ent (when known). Genetically abro-
gating Shh signaling and reducing
distal Hox function in mouse autopods
(Hoxa13+/–;HoxdDel11-13/Del11-13;Gli3XtJ/XtJ) reveals
ancestral skeletal characteristics shared with the pec-
toral fins of sharks (Chiloscyllium punctatum) and
primitive ray-finned fishes (Polypterus senegalus): numerous, densely packed, and iterative elements,
with a distal cartilaginous band corresponding to the distal radials of fish fins (arrows). The periodic
pattern of skeletal elements evident in fins and mutant limbs strongly suggests that a self-organizing
Turing-type mechanism of chondrogenesis is deeply conserved in vertebrate phylogeny. Our results
further indicate that distal Hox gene dose regulates the number and spacing of skeletal elements
formed, implicating distal Hox gene regulatory networks as critical drivers of the evolution of the
pentadactyl limb.
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tide systems (27). Along these lines, activation
of the SP-NK1R system may not be a consistent
feature of depressive illness. If, however, a path-
ological activation of the SP-NK1R system fol-
lows a history of alcohol dependence, similar to
CRH, NK1 antagonism may have a considera-
ble potential as a treatment for alcoholism.
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Using Engineered Scaffold
Interactions to Reshape MAP Kinase
Pathway Signaling Dynamics
Caleb J. Bashor,1,2 Noah C. Helman,1 Shude Yan,1 Wendell A. Lim1*

Scaffold proteins link signaling molecules into linear pathways by physically assembling them into
complexes. Scaffolds may also have a higher-order role as signal-processing hubs, serving as the
target of feedback loops that optimize signaling amplitude and timing. We demonstrate that the
Ste5 scaffold protein can be used as a platform to systematically reshape output of the yeast
mating MAP kinase pathway. We constructed synthetic positive- and negative-feedback loops by
dynamically regulating recruitment of pathway modulators to an artificial binding site on Ste5.
These engineered circuits yielded diverse behaviors: ultrasensitive dose response, accelerated or
delayed response times, and tunable adaptation. Protein scaffolds provide a flexible platform for
reprogramming cellular responses and could be exploited to engineer cells with novel therapeutic
and biotechnological functions.

In cells, signaling proteins that make up a
pathway are often physically organized into
complexes by scaffold proteins (1–3). Scaf-

folds direct information flow; they promote sig-
naling between proper protein partners and
prevent improper cross talk. Scaffolds may also
play a role in shaping the quantitative response
behavior of a pathway. The scaffold complex
could serve as a central hub for feedback loops
that modulate the recruitment or activity of

pathway members on the scaffold. Such feedback
loops could tune pathway dose response and
dynamics—the change in output over time.Quan-
titative response behavior is critical for signaling;
the behavior of a pathway must match its specific
physiological function (4). Scaffolds may there-
fore provide a platform for evolutionarily tuning
response behaviors for optimal fitness (5, 6).

We used a synthetic biology approach to
explore this hypothesis; we tested whether a
scaffold protein can be used as a platform for
engineering synthetic feedback loops and wheth-
er these loops can be used to systematically
reshape pathway response behavior (7). We used
the yeast mating mitogen-activated protein
(MAP) kinase pathway as a model system, be-
cause it is highly tractable for pathway engineer-

ing. First, proper connectivity of this pathway is
dependent on the scaffold protein Ste5, which
binds the three core kinases—Ste11 (a MAP ki-
nase kinase kinase or MAPKKK), Ste7 (a MAP
kinase kinase, or MAPKK), and Fus3 (a MAP
kinase, or MAPK)—that successively phospho-
rylate and activate one another (Fig. 1A) (8, 9).
The critical role in determining pathway con-
nectivity is highlighted by the observation that
chimeric scaffolds can be used to redirect path-
way input and output linkages (10, 11). Second,
MAP kinase pathways appear to be functionally
plastic; they are found in all eukaryotic species,
but in individual cases display widely varied be-
haviors. For example, the yeast mating pathway
shows a largely linear transcriptional response
(12–14), whereas the Xenopus oocyte maturation
pathway displays a switchlike dose response (15).
MAPK pathways also show diverse dynamic
behavior; some yield a sustained response to
stimulation, whereas others show a pulselike
transient response. These distinct pathway dy-
namics are critical for determining physiological
output (16–21).

Our goal was to overlay the endogenous
mating pathway with synthetic feedback loops in
order to systematically alter its response to mat-
ing pheromone (a-factor) stimulation. A simple
way to construct a synthetic feedback loop would
be to dynamically recruit pathway modulators to
the scaffold in a manner that is dependent on
pathway output. We first tested whether con-
stitutive recruitment of modulator proteins could
alter pathway flux. We created a new recruitment
site on Ste5 by fusing a leucine zipper hetero-
dimerzation module (22) to its C terminus. Mod-
ulator proteins fused to complementary zippers
were expressed and recruited to the scaffold (Fig.
1B). Two pathway modulators were recruited:
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San Francisco, CA 94158, USA. 2Graduate Group in Biophysics,
University of California at San Francisco, 600 16th Street, San
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Ste50 and Msg5 (Fig. 1A). Ste50 is a positive
modulator, an adaptor that promotes interaction
of the MAPKKK Ste11 with its upstream acti-
vator, the p21-activated protein kinase (PAK)–
like kinase, Ste20 (23, 24). Msg5 is a negative
modulator, a MAPK phosphatase that inactivates
phosphorylated Fus3 MAPK (25, 26). When
artificially recruited to the Ste5 scaffold through a

leucine zipper interaction, Msg5 and Ste50
showed strong but opposite effects on pathway
output, measured using a fluorescent transcrip-
tional reporter [see supporting online text and
(27)]. Recruitment of the positive modulator
(Ste50) increased the steady-state output of the
activated pathway, whereas recruitment of the
negative modulator (Msg5) decreased output,

nearly eliminating any input-stimulated response.
Unrecruited Ste50 and Msg5 had much smaller
effects when expressed at the same level. Thus,
the impact of modulators on pathway flux was
enhanced by recruitment to the scaffold.

To build synthetic feedback loops, we then
placed the modulators under the control of a
mating-dependent promoter ( pFIG1) (Fig. 2A),

Fig. 1. Tuning output from
yeast mating MAPK pathway
by artificially recruiting pos-
itive or negative modulators
to Ste5 scaffold protein. (A)
Yeast mating pathway: a-
factor activates receptor,
Ste2, and Gb subunit, Ste4;
activated Ste4 recruits Ste5
complex tomembrane, allow-
ing PAK-like kinase Ste20
(membrane-localized) to ac-
tivate MAPKKK Ste11; Ste11
and downstream kinases,
Ste7 (MAPKK) and Fus3
(MAPK), are colocalized on
the scaffold; activation of
cascade leads to transcrip-
tional program [reporter:
Fus1 promoter-GFP (green
fluorescent protein)]. We
have used pathway modula-
tors outside of core cascade:
Ste50 (positive, blue) pro-
motes activation of Ste11 by
Ste20; Msg5 (negative,
red) is MAPK phosphatase that deactivates Fus3. (B) Synthetic recruitment
of pathway modulators to Ste5 scaffold via leucine zipper interaction. A basic
zipper was fused to Ste5, and the complementary acidic zipper was fused to
modulators (zipper Kd = 6.1 nM; see supporting online text). Control
(“unrecruited”) modulators were fused to noncomplementary zipper. Pathway
output was assessed via pFUS1-GFP expression. Basal output is before

stimulation; induced output is 120 min after stimulation with 2 mM a-factor
(saturating). Error bars represent standard deviation of three experiments.
Strains were ste5D with integrated Ste5-zipper fusion expressed from pSTE5
promoter. Modulator-zipper fusions were integrated and expressed from
pCYC1 promoter. Reversed orientation of zippers (fig. S2E) gave similar
results.
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Fig. 2. Building synthetic feedback loops by dynamically
regulating recruitment of modulators to the Ste5 scaffold. (A)
Negative- and positive-feedback loop design. Modulator-zipper
fusions (negative, Msg5; positive, Ste50) are expressed from a
mating-responsive promoter (pFIG1). Stimulation induces
expression of the modulator, which is then recruited to the
Ste5-complex (boxed), where it can modulate pathway flux. (B)
Behavior of synthetic feedback loops. All circuits were in far1D
strain (designated “WT”), which does not undergo mating-
induced cell cycle arrest. Thus, cells are uniform in size,
facilitating fluorescence-activated cell sorting analysis. Negative-
feedback circuit (red) shows an initial rate of activation similar to
the wild-type, but peaks at ~35 min, and adapts to steady-state
output about one-third that of wild-type. Positive-feedback circuit
(blue) shows dynamics similar to wild type’s, but with steady-state
output ~1.5 times as great as wild type’s. The dose-response
curves (bottom) show that the positive-feedback circuit displays
more switchlike activation (apparent Hill coefficient nH = 2.42 ±
0.19 versus wild-type, nH = 1.12 ± 0.08). Points represent mean
values for three experiments ± standard deviation. Pathway is
activated with 2 mM a-factor. Best-fit lines generated as described
in supporting online text.
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Secreting and Sensing the Same
Molecule Allows Cells to Achieve
Versatile Social Behaviors
Hyun Youk1,2 and Wendell A. Lim1,2,3*

Cells that secrete and sense the same signaling molecule are ubiquitous. To uncover the
functional capabilities of the core “secrete-and-sense” circuit motif shared by these cells, we
engineered yeast to secrete and sense the mating pheromone. Perturbing each circuit element
revealed parameters that control the degree to which the cell communicated with itself versus
with its neighbors. This tunable interplay of self-communication and neighbor communication
enables cells to span a diverse repertoire of cellular behaviors. These include a cell being asocial
by responding only to itself and social through quorum sensing, and an isogenic population of cells
splitting into social and asocial subpopulations. A mathematical model explained these behaviors.
The versatility of the secrete-and-sense circuit motif may explain its recurrence across species.

Acentral goal of systems biology is to un-
derstand how various cells use the com-
mon small repertoire of circuit elements

to communicate with each other to achieve di-
verse functions (1–19). Of particular interest is
the class of circuits that are found in cells that
simultaneously secrete and sense the same extra-
cellular molecule (Fig. 1A) because it is ubiqui-
tous across species. Examples of such cells include
(Fig. 1B) bacteria that secrete and sense the
autoinducers for quorum sensing (20–37), human
pancreatic b cells that secrete and sense insulin
(38, 39), vulva precursor cells in Caenorhabditis
elegans that secrete and sense the diffusible Delta
(40–44), and human Tcells that secrete and sense
the cytokine interleukin-2 (IL-2) to regulate their
growth (45–49). In some cases, a cell that se-
cretes and senses the same molecule communi-
cates with itself (“self-communication”) but not
with its neighboring cells, whereas in other cases
such a cell communicates with its neighboring
cells (“neighbor communication”) but not with
itself. Moreover, in some cases, the secrete-and-
sense cell communicates both with itself andwith
its neighbors (Fig. 1C). The advantages of using
secrete-and-sense circuits have been unclear in
many situations. For example, if a cell’s primary
purpose is self-communication, then it is unclear
why the cell secretes a molecule instead of rely-
ing entirely on intracellular signaling. To address
these questions, we experimentally explored the
full functional capabilities of the secrete-and-sense
circuits that arise from the interaction between
self-communication and neighbor communica-
tion. We sought common design principles that

tie together the seemingly disparate examples of
secrete-and-sense circuits. We used the budding
yeast’s mating pathway as a model system in
whichwe could systematically modify the secrete-
and-sense circuits to determine what features af-
fect the degree of self-communication versus
neighbor communication. We demonstrate that
varying the key parameters of the secrete-and-sense
circuits allows cells to achieve diverse classes of
behaviors, thus suggesting that secrete-and-sense
circuits’ functional flexibility may explain its re-
currence throughout nature.

Results

Basic Secrete-and-Sense Circuit in Yeast
Our model “secrete-and-sense system” is the hap-
loid budding yeast that has been engineered to
secrete and sense the mating pheromone a-factor
(50–60) (Fig. 1D). The cell senses the a-factor
through its membrane receptor Ste2 and responds
by expressing the green fluorescent protein (GFP)
through the a-factor–responsive promoter pFUS1
(Fig. 1D and fig. S1) (51). The cell increases GFP
expression as the concentration of the exogenous
a-factor increases. We used a far1D strain that
did not arrest its cell cycle ormate upon stimulation
by a-factor.

Disentangling Effects of Self-Communication
and Neighbor Communication
To establish whether the cell’s response to sensing
themolecule that it secreted (self-communication)
could be distinguished from its response to the
same molecule that had been secreted by its
neighboring cells (neighbor communication), we
designed an experiment in which we cultured our
secrete-and-sense strain with another strain, called
the “sense-only” strain, which senses but does not
secrete a-factor (Fig. 2A). The sense-only strain
could only respond to the a-factor secreted by
the secrete-and-sense strain. On the other hand,

a secrete-and-sense cell could potentially re-
spond to both the a-factor that it secreted (self-
communication) and the a-factor secreted by the
other secrete-and-sense cells in the same batch
liquid culture environment (neighbor communi-
cation). Thus, we reasoned that if we detected
any difference between the reporter GFP level
of the secrete-and-sense strain (referred as cell A
throughout Fig. 2) and that of the sense-only strain
(referred as cell B throughout Fig. 2), then we
could ascribe such effects to self-communication.

Construction of Library of
Secrete-and-Sense Strains
We constructed a set of secrete-and-sense strains
(Fig. 2B) and a set of sense-only strains (strain
list in table S1). In each secrete-and-sense strain,
doxycycline-inducible promoter pTET07 expressed
the MFa1 gene that encodes a-factor (MATa;
bar1D far1D) (Fig. 2B and fig. S2). Doxycycline,
a small molecule that readily diffused into the cell
to control gene expression through the promoter
pTET07, was used to tune the secretion rate of the
a-factor. Increasing concentration of doxycycline
caused an increasing expression of the genes un-
der the control of pTET07. The GFP expression
was controlled by the promoter pFUS1 that is
induced by the a-factor (fig. S1) (51). We con-
structed various secrete-and-sense strains by vary-
ing the promoter that expressed Ste2. For each
secrete-and-sense strain, we constructed an anal-
ogous sense-only strain that lacked the MFa1
gene. Each sense-only strain also constitutively
expressed the fluorescent protein mCherry, which
the secrete-and-sense strains lacked. This allowed
us to use a flow cytometer to distinguish the sense-
only strains from the secrete-and-sense strains
when they were cultured together.

Experimental Demonstration
of Self-Communication
We cultured our basic secrete-and-sense strain with
its partner basic sense-only strain. Both of these
“basic” strains had the same endogenous promoter
pSTE2 controlling expression of the Ste2 recep-
tor (fig. S3). We grew these strains together at
equal initial cell densities in 5 ml of liquid me-
dium in which we maintained a constant concen-
tration of doxycycline. We used a flow cytometer
to measure each strain’s mean single-cell GFP
fluorescence during the time course. We cultured
these strains at various total cell densities [optical
densities (ODs)] and doxycycline concentrations
(figs. S4 to S7). When both the initial total cell
density and the doxycycline concentrationwere low
(for example,OD=0.001, [doxycycline] = 6 mg/ml;
Fig. 2C, left panel), the mean GFP fluorescence
of the basic secrete-and-sense strain (cell A in
Fig. 2C, left panel) swiftly increased then pla-
teaued, whereas the mean GFP fluorescence of
the basic sense-only strain (cell B in Fig. 2C, left
panel) stayed at a basal value throughout the time
course. This shows that each basic secrete-and-
sense cell sensed and responded to the a-factor
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in cultures of lower cell density with the same
doxycycline concentration (Fig. 3B, left column)
(fig. S12). This indicates that increased neighbor
communication, through the population’s collec-
tive amplification of the basal level secretion from
each cell, probably accounts for this activation
(Fig. 3C, left column).

To address whether these activation proper-
ties were primarily due to self-communication or
neighbor communication, we incubated the posi-
tive feedback–equipped basic secrete-and-sense
strain (Fig. 3A) with the analogous sense-only
strain (characterized in fig. S10) under various
doxycycline and cell density conditions (fig. S13).
At low total cell density (OD = 0.001), the sense-
only strain’s GFP fluorescence initially remained
at the basal values at the onset of the activation
of the secrete-and-sense strain at all doxycycline
concentrations. Thus, self-communication, through
a cell’s small rate of basal secretion, primarily ac-
counts for the “self-activation” at this low cell
density (fig. S13). At a high total cell density
(OD = 0.1), the sense-only strain’s GFP signal
increased at the same time and at the same rate
as the secrete-and-sense cells, indicating that neigh-
bor communication primarily caused the activa-
tion (fig. S13). Thus, at sufficiently high density,
secrete-and-sense cells with positive feedback
collectively amplify each cell’s basal secretion of
a-factor, leading to a “neighbor activation.”

To summarize, self-activation can occur with-
out any neighbor communication, whereas
neighbor activation can occur in regimes where
self-communication is insufficient for self-
activation of the secrete-and-sense cells with the
positive feedback link. Neighbor communication
strengthens the positive feedback, enabling even a
very weak positive feedback secrete-and-sense cir-
cuit to behave as if it had a strong positive feedback.
Self-communication, through sufficiently strong
positive feedback, enables the secrete-and-sense
cells with a very low secretion rate to self-activate
so that they can communicate with their neigh-
bors. The interplay between self-communication
and neighbor communication creates the overall
population-level behavior, in which all cells ac-
tivate in near unison (Fig. 3D) (61). Our work
shows that understanding this collective behavior
of the secrete-and-sense circuit with the positive
feedback link requires knowing the properties of
both the intracellular circuit and the communi-
cation between the secrete-and-sense cells.

Signal Degradation with Positive Feedback
Enables Bimodal Cellular Differentiation
We also examined the effects of an active signal
degradation mechanism in secrete-and-sense cir-
cuits.We engineered our positive feedback–equipped
basic secrete-and-sense strain to express the Bar1
protease (50, 52–54), which degrades a-factor in
the periplasmic space of the yeast cell (Fig. 4A).
We constructed a set of such strains, each with a
different constitutive promoter that controls the
Bar1 expression (strength of promoters shown in
figs. S8, S14, and S15).

A strain that had a weak constitutive expres-
sion level of Bar1 (Fig. 4, B and C, fig. S15) was
incubated by itself at low (OD = 0.001) or high
(OD = 0.1) cell density and in various concen-
trations of doxycycline.When its positive feedback
was weak (for example, [doxycycline] = 6 mg/ml),
the strain remained in the OFF state in the low
cell density culture (Fig. 4B, left column) and
was activated at high cell density (Fig. 4C, left
column). Increasing expression of Bar1 decreased
the rate at which activation occurred (fig. S15).
When positive feedback was sufficiently strong
(for example, [doxycycline] = 20 mg/ml), for the
low (Fig. 4B, right column) and high (Fig. 4C,
right column) cell densities, a transient mixture of
OFF-state and ON-state cells was observed in the
isogenic culture. In this bimodal population, con-
sisting of isogenic cells that were all initially in
the OFF state, all the cells in the OFF state were
eventually activated to the ON state (fig. S15). At

high cell density (OD = 0.1), the cells were ac-
tivated faster (Fig. 4C, right column), consistent
with our finding that increasing the degree of neigh-
bor communication increased the rate at which
the secrete-and-sense cells could be activated.

By examining the individual time courses for
all our strains with Bar1 expression (fig. S14 and
S15), we obtained a phase diagram that summa-
rizes how the population-level behaviors depend
on the positive feedback strength and the Bar1
abundance (Fig. 4D). From our mathematical
model (61), we obtained an intuitive explanation
of this phase diagram. When the cells express
very high amounts of Bar1, no activation (self
or neighbor) can occur because the high activity
of Bar1 degrades the basally secreted a-factor
produced by each cell. When the cell density is
low, the secrete-and-sense cells rely on self-
communication for their activation. If in the low
cell density cultures, the secrete-and-sense cells
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Figure 4. A) Sender-sensor multicellular auxin signaling strains. Sender cells are identical to 
those in Figure 3 and therefore produce auxin upon the addition of exogenous IAM and sense 
auxin production via an EYFP-IAA17 reporter. Sensor cells express an EYFP-IAA17 and TIR1 
and are distinguished experimentally through the expression of mCherry. In coculture, IAM 
diffuses into sender cells where it is converted into diffusible auxin that then degrades EYFP-
degron proteins in either the sender or sensor cell types. B) Auxin-induced degradation of 
EYFP-IAA17 in sensor cells cocultured with sender cells in 300 µM IAM. Data for sensor cells 
can be separated from sender cells via their mCherry signal. The line represents a LOESS fit 
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Figure 1. A) The ADCTF design and the molecular mechanism behind its function. An ADCTF is made up 
of a dCas9 protein fused to an NLS, an activation domain and an auxin sensitive degron. In the presence 
of auxin, the degron recruits an Auxin Sensing F-box (AFB) protein to form an SCF complex (an E3 
ubiquitin ligase). The subsequent ubiquination and degradation of the ADCTF deregulates the gene 
targeted by the ADCTF. B) Time-lapse cytometry of ADCTF cells with a GFP-producing gRNA target 
following the addition of auxin or no treatment as well as with and without a guide RNA. The gray ribbon 
indicates the 95% confidence interval. Following treatment with auxin, the GFP level of the strain 
expressing gRNA dropped to basal levels (equivalent to a strain with no gRNA). C) Schematic 
representation of the three fusion proteins tested for the effect of degron position on ADCTF properties. 
D) Sensitive range characterization of the three degron position variants at steady state. Horizontal bars 
indicate the range of auxin concentrations between which mean steady-state fluorescence (measured via 
cytometry) drops from 90% of maximum to 10%. A larger sensitive range correlated with higher maximum 
fold changes upon induction (Supplementary Figure 2).   
 
 
 
 
 
 
 
 
 
 
 
  

. CC-BY-NC-ND 4.0 International licensethis preprint is the author/funder. It is made available under a 
The copyright holder for; http://dx.doi.org/10.1101/020487doi: bioRxiv preprint first posted online June 5, 2015; 

A.	
  Khakhar,	
  N.	
  Bolten,	
  J.	
  Nemhauser,	
  and	
  E.	
  Klavins.	
  2015	
  

RECV	
  

 
Figure 1. A) The ADCTF design and the molecular mechanism behind its function. An ADCTF is made up 
of a dCas9 protein fused to an NLS, an activation domain and an auxin sensitive degron. In the presence 
of auxin, the degron recruits an Auxin Sensing F-box (AFB) protein to form an SCF complex (an E3 
ubiquitin ligase). The subsequent ubiquination and degradation of the ADCTF deregulates the gene 
targeted by the ADCTF. B) Time-lapse cytometry of ADCTF cells with a GFP-producing gRNA target 
following the addition of auxin or no treatment as well as with and without a guide RNA. The gray ribbon 
indicates the 95% confidence interval. Following treatment with auxin, the GFP level of the strain 
expressing gRNA dropped to basal levels (equivalent to a strain with no gRNA). C) Schematic 
representation of the three fusion proteins tested for the effect of degron position on ADCTF properties. 
D) Sensitive range characterization of the three degron position variants at steady state. Horizontal bars 
indicate the range of auxin concentrations between which mean steady-state fluorescence (measured via 
cytometry) drops from 90% of maximum to 10%. A larger sensitive range correlated with higher maximum 
fold changes upon induction (Supplementary Figure 2).   
 
 
 
 
 
 
 
 
 
 
 
  

. CC-BY-NC-ND 4.0 International licensethis preprint is the author/funder. It is made available under a 
The copyright holder for; http://dx.doi.org/10.1101/020487doi: bioRxiv preprint first posted online June 5, 2015; 

 
Figure 1. A) The ADCTF design and the molecular mechanism behind its function. An ADCTF is made up 
of a dCas9 protein fused to an NLS, an activation domain and an auxin sensitive degron. In the presence 
of auxin, the degron recruits an Auxin Sensing F-box (AFB) protein to form an SCF complex (an E3 
ubiquitin ligase). The subsequent ubiquination and degradation of the ADCTF deregulates the gene 
targeted by the ADCTF. B) Time-lapse cytometry of ADCTF cells with a GFP-producing gRNA target 
following the addition of auxin or no treatment as well as with and without a guide RNA. The gray ribbon 
indicates the 95% confidence interval. Following treatment with auxin, the GFP level of the strain 
expressing gRNA dropped to basal levels (equivalent to a strain with no gRNA). C) Schematic 
representation of the three fusion proteins tested for the effect of degron position on ADCTF properties. 
D) Sensitive range characterization of the three degron position variants at steady state. Horizontal bars 
indicate the range of auxin concentrations between which mean steady-state fluorescence (measured via 
cytometry) drops from 90% of maximum to 10%. A larger sensitive range correlated with higher maximum 
fold changes upon induction (Supplementary Figure 2).   
 
 
 
 
 
 
 
 
 
 
 
  

. CC-BY-NC-ND 4.0 International licensethis preprint is the author/funder. It is made available under a 
The copyright holder for; http://dx.doi.org/10.1101/020487doi: bioRxiv preprint first posted online June 5, 2015; 

 
Figure 3. A) Auxin sender strain design. The iaaH enzyme of Agrobacterium tumefaciens 
catalyzes the conversion of indole-3-acetamide (IAM) into auxin, inducing the degradation of 
proteins fused to an auxin degron. The iaaH enzyme (sender cells) was integrated into an auxin 
reporting strain (the EYFP-IAA17|AFB2 strain from Havens et al16) to test for internal auxin 
production. B) Kinetic auxin response to IAM addition in sender strains. Following the addition of 
IAM, the fluorescence of sender cells decreased to basal levels. The time to half-maximal (t1/2) 
fluorescence was used to measure the rate of reporter degradation. C) Auxin-induced 
degradation rate in response to varying doses of either IAM or auxin. Sender cells were treated 
with either auxin or IAM and read at regular intervals producing time courses as in part B. 
Nonlinear fitting was used to generate t1/2 values. For a given molarity, treatment with IAM 
produces an auxin-induced degradation similar to, but weaker than, direct treatment with auxin. 
D) Steady state fluorescence in response to varying doses of either IAM or auxin taken from the 
same dataset as part C. As the concentration of IAM was increased, a lower steady state 
fluorescence was produced. 
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ABSTRACT: It is hard to bridge the gap between
mathematical formulations and biological implementations of
Turing patterns, yet this is necessary for both understanding
and engineering these networks with synthetic biology
approaches. Here, we model a reaction−diffusion system
with two morphogens in a monostable regime, inspired by
components that we recently described in a synthetic biology
study in mammalian cells.1 The model employs a single
promoter to express both the activator and inhibitor genes and produces Turing patterns over large regions of parameter space,
using biologically interpretable Hill function reactions. We applied a stability analysis and identified rules for choosing biologically
tunable parameter relationships to increase the likelihood of successful patterning. We show how to control Turing pattern sizes
and time evolution by manipulating the values for production and degradation relationships. More importantly, our analysis
predicts that steep dose−response functions arising from cooperativity are mandatory for Turing patterns. Greater steepness
increases parameter space and even reduces the requirement for differential diffusion between activator and inhibitor. These
results demonstrate some of the limitations of linear scenarios for reaction−diffusion systems and will help to guide projects to
engineer synthetic Turing patterns.
KEYWORDS: Turing patterns, cooperativity, parameter space, synthetic biology

The self-organization of spatial patterns and structures is a
fundamental problem in many fields, especially in

developmental biology. There are various forms of patterning
required for the development of an organism from a zygote, but
a common type of patterning requires regular periodicity, such
as in making multiple stripes or spots. The most influential
model to explain periodic patterns is the reaction−diffusion
model proposed by Alan Turing in the 1950s. Although first
suggested by Rashevsky,2 it was Turing who actually
demonstrated the periodic or complex reaction−diffusion
patterns that came to be known as Turing patterns.3 Turing
showed that a coupling between diffusion and reaction can lead
to instabilities from initially homogeneous paired reagent
systems, resulting in the spontaneous emergence of regular
patterns. Including seminal contributions from Gierer and
Meinhardt in the 1970s,4 a large body of literature subsequently
developed the modeling of self-organizing biological patterns,
based on reaction−diffusion theory (see refs 5−8).
Although other mechanisms of pattern formation exist,7,9 in

this article we will focus on the Turing mechanism, which is
unique in terms of self-correction and economy of design,
making it a tantalizing engineering target in the emerging field
of synthetic biology.10 The Turing mechanism can be thought
of as a competition between self-activation by a slow-diffusing
chemical (or biological) activator and inhibition by a faster-
diffusing factor.11 This has been largely applied to explain self-

regulated repetitive pattern formation in developing animal
embryos.12−16

Over the last few decades, research in nonequilibrium
chemical systems has led to experimental confirmations of the
spatial patterns formed by Turing instabilities.17−21 However,
the experimental verification of Turing-driven developmental
phenomena has been elusive in biological systems,12,22 while
other patterning strategies have been more frequently found in
development.23 For example, the formation of the characteristic
periodic striped pattern of pair-rule gene expression in
Drosophila7,24 follows a strategy based on a hierarchical
regulatory gene network, embedded in a morphogen gradient,
rather than a Turing pattern.
Even though many biological patterns resemble Turing

patterns in appearance, this alone does not constitute a
compelling proof of such mechanisms actually operating in
living systems.12 Alternatively, due to recent advances in
biotechnology, the synthetic generation of Turing patterns in
cell culture should be possible in the near future.25,26 This will
increase our fundamental understanding of these systems as
well as provide tools for biotechnology applications. To
implement such engineered biological systems, we need to
know a priori the requisite properties of the gene and protein
building blocks. These properties mediate the processes that
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tide systems (27). Along these lines, activation
of the SP-NK1R system may not be a consistent
feature of depressive illness. If, however, a path-
ological activation of the SP-NK1R system fol-
lows a history of alcohol dependence, similar to
CRH, NK1 antagonism may have a considera-
ble potential as a treatment for alcoholism.
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Using Engineered Scaffold
Interactions to Reshape MAP Kinase
Pathway Signaling Dynamics
Caleb J. Bashor,1,2 Noah C. Helman,1 Shude Yan,1 Wendell A. Lim1*

Scaffold proteins link signaling molecules into linear pathways by physically assembling them into
complexes. Scaffolds may also have a higher-order role as signal-processing hubs, serving as the
target of feedback loops that optimize signaling amplitude and timing. We demonstrate that the
Ste5 scaffold protein can be used as a platform to systematically reshape output of the yeast
mating MAP kinase pathway. We constructed synthetic positive- and negative-feedback loops by
dynamically regulating recruitment of pathway modulators to an artificial binding site on Ste5.
These engineered circuits yielded diverse behaviors: ultrasensitive dose response, accelerated or
delayed response times, and tunable adaptation. Protein scaffolds provide a flexible platform for
reprogramming cellular responses and could be exploited to engineer cells with novel therapeutic
and biotechnological functions.

In cells, signaling proteins that make up a
pathway are often physically organized into
complexes by scaffold proteins (1–3). Scaf-

folds direct information flow; they promote sig-
naling between proper protein partners and
prevent improper cross talk. Scaffolds may also
play a role in shaping the quantitative response
behavior of a pathway. The scaffold complex
could serve as a central hub for feedback loops
that modulate the recruitment or activity of

pathway members on the scaffold. Such feedback
loops could tune pathway dose response and
dynamics—the change in output over time.Quan-
titative response behavior is critical for signaling;
the behavior of a pathway must match its specific
physiological function (4). Scaffolds may there-
fore provide a platform for evolutionarily tuning
response behaviors for optimal fitness (5, 6).

We used a synthetic biology approach to
explore this hypothesis; we tested whether a
scaffold protein can be used as a platform for
engineering synthetic feedback loops and wheth-
er these loops can be used to systematically
reshape pathway response behavior (7). We used
the yeast mating mitogen-activated protein
(MAP) kinase pathway as a model system, be-
cause it is highly tractable for pathway engineer-

ing. First, proper connectivity of this pathway is
dependent on the scaffold protein Ste5, which
binds the three core kinases—Ste11 (a MAP ki-
nase kinase kinase or MAPKKK), Ste7 (a MAP
kinase kinase, or MAPKK), and Fus3 (a MAP
kinase, or MAPK)—that successively phospho-
rylate and activate one another (Fig. 1A) (8, 9).
The critical role in determining pathway con-
nectivity is highlighted by the observation that
chimeric scaffolds can be used to redirect path-
way input and output linkages (10, 11). Second,
MAP kinase pathways appear to be functionally
plastic; they are found in all eukaryotic species,
but in individual cases display widely varied be-
haviors. For example, the yeast mating pathway
shows a largely linear transcriptional response
(12–14), whereas the Xenopus oocyte maturation
pathway displays a switchlike dose response (15).
MAPK pathways also show diverse dynamic
behavior; some yield a sustained response to
stimulation, whereas others show a pulselike
transient response. These distinct pathway dy-
namics are critical for determining physiological
output (16–21).

Our goal was to overlay the endogenous
mating pathway with synthetic feedback loops in
order to systematically alter its response to mat-
ing pheromone (a-factor) stimulation. A simple
way to construct a synthetic feedback loop would
be to dynamically recruit pathway modulators to
the scaffold in a manner that is dependent on
pathway output. We first tested whether con-
stitutive recruitment of modulator proteins could
alter pathway flux. We created a new recruitment
site on Ste5 by fusing a leucine zipper hetero-
dimerzation module (22) to its C terminus. Mod-
ulator proteins fused to complementary zippers
were expressed and recruited to the scaffold (Fig.
1B). Two pathway modulators were recruited:
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Ste50 and Msg5 (Fig. 1A). Ste50 is a positive
modulator, an adaptor that promotes interaction
of the MAPKKK Ste11 with its upstream acti-
vator, the p21-activated protein kinase (PAK)–
like kinase, Ste20 (23, 24). Msg5 is a negative
modulator, a MAPK phosphatase that inactivates
phosphorylated Fus3 MAPK (25, 26). When
artificially recruited to the Ste5 scaffold through a

leucine zipper interaction, Msg5 and Ste50
showed strong but opposite effects on pathway
output, measured using a fluorescent transcrip-
tional reporter [see supporting online text and
(27)]. Recruitment of the positive modulator
(Ste50) increased the steady-state output of the
activated pathway, whereas recruitment of the
negative modulator (Msg5) decreased output,

nearly eliminating any input-stimulated response.
Unrecruited Ste50 and Msg5 had much smaller
effects when expressed at the same level. Thus,
the impact of modulators on pathway flux was
enhanced by recruitment to the scaffold.

To build synthetic feedback loops, we then
placed the modulators under the control of a
mating-dependent promoter ( pFIG1) (Fig. 2A),

Fig. 1. Tuning output from
yeast mating MAPK pathway
by artificially recruiting pos-
itive or negative modulators
to Ste5 scaffold protein. (A)
Yeast mating pathway: a-
factor activates receptor,
Ste2, and Gb subunit, Ste4;
activated Ste4 recruits Ste5
complex tomembrane, allow-
ing PAK-like kinase Ste20
(membrane-localized) to ac-
tivate MAPKKK Ste11; Ste11
and downstream kinases,
Ste7 (MAPKK) and Fus3
(MAPK), are colocalized on
the scaffold; activation of
cascade leads to transcrip-
tional program [reporter:
Fus1 promoter-GFP (green
fluorescent protein)]. We
have used pathway modula-
tors outside of core cascade:
Ste50 (positive, blue) pro-
motes activation of Ste11 by
Ste20; Msg5 (negative,
red) is MAPK phosphatase that deactivates Fus3. (B) Synthetic recruitment
of pathway modulators to Ste5 scaffold via leucine zipper interaction. A basic
zipper was fused to Ste5, and the complementary acidic zipper was fused to
modulators (zipper Kd = 6.1 nM; see supporting online text). Control
(“unrecruited”) modulators were fused to noncomplementary zipper. Pathway
output was assessed via pFUS1-GFP expression. Basal output is before

stimulation; induced output is 120 min after stimulation with 2 mM a-factor
(saturating). Error bars represent standard deviation of three experiments.
Strains were ste5D with integrated Ste5-zipper fusion expressed from pSTE5
promoter. Modulator-zipper fusions were integrated and expressed from
pCYC1 promoter. Reversed orientation of zippers (fig. S2E) gave similar
results.
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mating-responsive promoter (pFIG1). Stimulation induces
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Behavior of synthetic feedback loops. All circuits were in far1D
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induced cell cycle arrest. Thus, cells are uniform in size,
facilitating fluorescence-activated cell sorting analysis. Negative-
feedback circuit (red) shows an initial rate of activation similar to
the wild-type, but peaks at ~35 min, and adapts to steady-state
output about one-third that of wild-type. Positive-feedback circuit
(blue) shows dynamics similar to wild type’s, but with steady-state
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0.19 versus wild-type, nH = 1.12 ± 0.08). Points represent mean
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behavior. We built a circuit with enhanced ultra-
sensitive switch behavior by constitutively ex-
pressing a negative modulator (Msg5-zipper)
and inducibly expressing a positive modulator
(Ste50-zipper) (Fig. 4D). This circuit is a double-
positive-feedback loop—induced expression of
Ste50-zipper directly increased pathway output,
but also relieved the inhibitory effect of Msg5-
zipper by displacing it from the scaffold. The
dose-response profile for the resulting circuit
showed an increase in cooperativity.

We have used a simple principle, recruitment
of pathway modulators to a scaffold (32), to
systematically alter a single MAPK pathway so
that it displays a wide range of quantitative re-
sponse behaviors. The evolutionary diversifi-

cation afforded by scaffolds may explain their
common use in signaling pathways (33–37). The
success of this simple recruitment-based engi-
neering strategy suggests that it may be possible
to reprogram cellular responses with high preci-
sion. In mammalian and plant cells, MAPK
cascades play a central role in regulating differ-
entiation, proliferation, apoptosis, immune re-
sponse, and stress responses. Thus, the ability to
tune MAPK signaling may facilitate the engi-
neering of cells with novel therapeutic or bio-
technological functions.
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zipper) that competes with the Ste5-zipper. Negative
modulator (Msg5-zipper) is complementary to both
Ste5 and decoy zippers, but decoy zipper binds with
higher affinity (Kd = 6.1 versus 41 nM). When pathway
is induced and negative modulator is expressed, decoy
initially acts as binding sink. Only after decoy is
saturated will modulator bind to scaffold and repress
pathway flux. Circuit behavior monitored by pFUS1-
GFP reporter (top) and antibody against phospho-Fus3
Western blot (bottom). (B) Accelerator circuit is
generated by constitutively expressing positive modu-
lator (promoter, pSTE5; gene, Ste50-zipper) combined
with the simple negative-feedback loop (Fig. 2). Circuit
reaches the maximal output observed for the wild-type
circuit in <20 min (versus WT: ~75 min). (C) Delay
response is generated by constitutively expressing
negative modulator (promoter, pSTE5; gene, Msg5-
zipper) and inducibly expressing decoy zipper that
binds the negative effector-zipper (promoter, pFIG1;
gene, GST-zipper) with higher affinity than the Ste5-
zipper (Kd = 6.1 versus 41 nM). Negative modulator
represses pathway until sufficient decoy zipper is
expressed to relieve repression. (D) Enhanced ultra-
sensitive switch is built by constitutively expressing
negative modulator (promoter, pSTE5; gene, Msg5-
zipper) combined with the simple positive-feedback
loop (Fig. 2). Negative modulator is displaced by
inducibly expressed positive modulator (both have
same zipper; Kd = 41 nM). Dose-response analysis
shows increased ultrasensitivity (apparent Hill co-
efficient nH = 2.84 ± 0.19 versus WT, nH = 1.21 ±
0.06; simple positive-feedback loop, nH = 2.42). See
supporting online text for details on construction and
analysis of these and related circuits.
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tide systems (27). Along these lines, activation
of the SP-NK1R system may not be a consistent
feature of depressive illness. If, however, a path-
ological activation of the SP-NK1R system fol-
lows a history of alcohol dependence, similar to
CRH, NK1 antagonism may have a considera-
ble potential as a treatment for alcoholism.
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Using Engineered Scaffold
Interactions to Reshape MAP Kinase
Pathway Signaling Dynamics
Caleb J. Bashor,1,2 Noah C. Helman,1 Shude Yan,1 Wendell A. Lim1*

Scaffold proteins link signaling molecules into linear pathways by physically assembling them into
complexes. Scaffolds may also have a higher-order role as signal-processing hubs, serving as the
target of feedback loops that optimize signaling amplitude and timing. We demonstrate that the
Ste5 scaffold protein can be used as a platform to systematically reshape output of the yeast
mating MAP kinase pathway. We constructed synthetic positive- and negative-feedback loops by
dynamically regulating recruitment of pathway modulators to an artificial binding site on Ste5.
These engineered circuits yielded diverse behaviors: ultrasensitive dose response, accelerated or
delayed response times, and tunable adaptation. Protein scaffolds provide a flexible platform for
reprogramming cellular responses and could be exploited to engineer cells with novel therapeutic
and biotechnological functions.

In cells, signaling proteins that make up a
pathway are often physically organized into
complexes by scaffold proteins (1–3). Scaf-

folds direct information flow; they promote sig-
naling between proper protein partners and
prevent improper cross talk. Scaffolds may also
play a role in shaping the quantitative response
behavior of a pathway. The scaffold complex
could serve as a central hub for feedback loops
that modulate the recruitment or activity of

pathway members on the scaffold. Such feedback
loops could tune pathway dose response and
dynamics—the change in output over time.Quan-
titative response behavior is critical for signaling;
the behavior of a pathway must match its specific
physiological function (4). Scaffolds may there-
fore provide a platform for evolutionarily tuning
response behaviors for optimal fitness (5, 6).

We used a synthetic biology approach to
explore this hypothesis; we tested whether a
scaffold protein can be used as a platform for
engineering synthetic feedback loops and wheth-
er these loops can be used to systematically
reshape pathway response behavior (7). We used
the yeast mating mitogen-activated protein
(MAP) kinase pathway as a model system, be-
cause it is highly tractable for pathway engineer-

ing. First, proper connectivity of this pathway is
dependent on the scaffold protein Ste5, which
binds the three core kinases—Ste11 (a MAP ki-
nase kinase kinase or MAPKKK), Ste7 (a MAP
kinase kinase, or MAPKK), and Fus3 (a MAP
kinase, or MAPK)—that successively phospho-
rylate and activate one another (Fig. 1A) (8, 9).
The critical role in determining pathway con-
nectivity is highlighted by the observation that
chimeric scaffolds can be used to redirect path-
way input and output linkages (10, 11). Second,
MAP kinase pathways appear to be functionally
plastic; they are found in all eukaryotic species,
but in individual cases display widely varied be-
haviors. For example, the yeast mating pathway
shows a largely linear transcriptional response
(12–14), whereas the Xenopus oocyte maturation
pathway displays a switchlike dose response (15).
MAPK pathways also show diverse dynamic
behavior; some yield a sustained response to
stimulation, whereas others show a pulselike
transient response. These distinct pathway dy-
namics are critical for determining physiological
output (16–21).

Our goal was to overlay the endogenous
mating pathway with synthetic feedback loops in
order to systematically alter its response to mat-
ing pheromone (a-factor) stimulation. A simple
way to construct a synthetic feedback loop would
be to dynamically recruit pathway modulators to
the scaffold in a manner that is dependent on
pathway output. We first tested whether con-
stitutive recruitment of modulator proteins could
alter pathway flux. We created a new recruitment
site on Ste5 by fusing a leucine zipper hetero-
dimerzation module (22) to its C terminus. Mod-
ulator proteins fused to complementary zippers
were expressed and recruited to the scaffold (Fig.
1B). Two pathway modulators were recruited:
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express a low amount of Bar1 and use a strong
positive feedback link, then they can self-activate
in a digital (ON or OFF) manner, which manifests
as a transient bimodal population of quiescent and
maximally secreting cells (Fig. 4E). This results
from cell-to-cell variability in the threshold for
activation (that is, the amount of a-factor required
for activation). At a sufficiently high cell density,
neighbor activation dominates, and because every
cell essentially senses the same concentrations of

a-factors produced by collective basal secretion,
the bimodal activation can disappear (as cell-to-
cell variability becomes less relevant) and cells
can activate together in a graded fashion (61).
Without the positive feedback, signal degradation’s
role is weakening the secreted signal. However,
when coupled with positive feedback, signal deg-
radation has important effects on the population-
level behaviors of secrete-and-sense circuits that
reach beyond just weakening of the secreted

signal. This may suggest why signal degradation
mechanisms are often present in conjunction
with positive feedback links in naturally occur-
ring secrete-and-sense circuits. Bar1, coupled with
positive feedback, enables a secrete-and-sense cell
to delay its response to signal and a population
to “hedge its bets” by responding in two distinct
ways (that is, bimodal activation, Fig. 4E) by
tuning the threshold for activation. Moreover,
cells can suppress self-activation while only al-
lowing neighbor activation.

Intuitive Phenomenological Model
We developed a simple mathematical model that
ties together various roles of self-communication
and neighbor communication (61). Its central idea
is that self-communication competes with neigh-
bor communication because they both use the
same molecule and receptor. A secrete-and-sense
cell can build a locally high concentration of
a-factor that it secreted. In low cell densities,
this occurs faster than the rate at which the con-
centration far from the secrete-and-sense cell
(the “global concentration”) changes. Sensing of
the locally high a-factor concentration leads to
the fast increases in the secrete-and-sense cell’s
response (self-communication in Fig. 5A and
fig. S16), whereas the slowly changing global con-
centration of thea-factor leads to a slow response in
sense-only cells at low cell density (neighbor com-
munication in Fig. 5A and figs. S17 to S19) (61).
Paradoxically, self-communication in effect insu-
lates a secrete-and-sense cell from responding to the
a-factor that is secreted by the other secrete-and-
sense cells. Our model quantifies and summarizes
the degree of self-communication and neighbor com-
munication in a phase diagram of these key fea-
tures (Fig. 5B) (61). It also aids in understanding
the competition between the positive feedback and
the effects of the active signal degradation (figs.
S20 to S23) (61). Our simple model thus provides
an intuitive explanation of the main principles
underlying the results of our experiments.

Discussion

Translating Knowledge from Synthetic to
Natural Systems
By integrating simple mathematical models, mea-
surements on single cells and whole populations,
and a bottom-up synthetic biology approach, we
revealed a diverse repertoire of biological func-
tions that secrete-and-sense cells can achieve.
Crucially, this integrated approach uncovered
design principles that enable the circuit to tune
the balance between self-communication and
neighbor communication among cells—a crucial
mechanism for achieving myriad cellular behav-
iors and an important general issue in biology.
Our work provides a framework for designing
synthetic secrete-and-sense circuits and better un-
derstanding of the diverse behaviors of seemingly
disparate natural secrete-and-sense cells (Table 1).
For example, bacterial quorum sensing—a pure-
ly social behavior (Fig. 5C)—relies on the low
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Fig. 4. Effects of self-communicationandneigh-
bor communication on positive feedback with
signal degradation. (A) Basic secrete-and-sense
circuit with positive feedback link (blue highlight)
and the Bar1 protease (gray). Six different strains of
this type were constructed, each with a different con-

stitutive promoter Pvaried controlling expression of BAR1. (B and C) An example strain (with pCYC1-BAR1)
cultured by itself at two different initial cell densities [(E) low cell density (OD = 0.001) and (F) high cell
density (OD = 0.1)] and in two representative doxycycline concentrations {[doxycycline] = 6 mg/ml (weak
positive feedback) and 20 mg/ml (strong positive feedback)}. Representative histograms showing the single-
cell GFP fluorescence levels of this strain are plotted at two different time points (blue and red histograms).
Under each panel, the corresponding type of activation behavior is mentioned (figs. S14 and S15). (D) Phase
diagrams from analyzing each time course for the seven secrete-and-sense strains, each with different
amounts of Bar1 (including none, Fig. 3) and positive feedback strengths at low (OD=0.001) and high (OD=0.1)
cell density cultures (summarizes fig. S11, S12, S14, and S15). (E) Main population-level behavior: bifurcation
of an isogenic population into subpopulations of transiently quiescent and maximally secreting cells.
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Secreting and Sensing the Same
Molecule Allows Cells to Achieve
Versatile Social Behaviors
Hyun Youk1,2 and Wendell A. Lim1,2,3*

Cells that secrete and sense the same signaling molecule are ubiquitous. To uncover the
functional capabilities of the core “secrete-and-sense” circuit motif shared by these cells, we
engineered yeast to secrete and sense the mating pheromone. Perturbing each circuit element
revealed parameters that control the degree to which the cell communicated with itself versus
with its neighbors. This tunable interplay of self-communication and neighbor communication
enables cells to span a diverse repertoire of cellular behaviors. These include a cell being asocial
by responding only to itself and social through quorum sensing, and an isogenic population of cells
splitting into social and asocial subpopulations. A mathematical model explained these behaviors.
The versatility of the secrete-and-sense circuit motif may explain its recurrence across species.

Acentral goal of systems biology is to un-
derstand how various cells use the com-
mon small repertoire of circuit elements

to communicate with each other to achieve di-
verse functions (1–19). Of particular interest is
the class of circuits that are found in cells that
simultaneously secrete and sense the same extra-
cellular molecule (Fig. 1A) because it is ubiqui-
tous across species. Examples of such cells include
(Fig. 1B) bacteria that secrete and sense the
autoinducers for quorum sensing (20–37), human
pancreatic b cells that secrete and sense insulin
(38, 39), vulva precursor cells in Caenorhabditis
elegans that secrete and sense the diffusible Delta
(40–44), and human Tcells that secrete and sense
the cytokine interleukin-2 (IL-2) to regulate their
growth (45–49). In some cases, a cell that se-
cretes and senses the same molecule communi-
cates with itself (“self-communication”) but not
with its neighboring cells, whereas in other cases
such a cell communicates with its neighboring
cells (“neighbor communication”) but not with
itself. Moreover, in some cases, the secrete-and-
sense cell communicates both with itself andwith
its neighbors (Fig. 1C). The advantages of using
secrete-and-sense circuits have been unclear in
many situations. For example, if a cell’s primary
purpose is self-communication, then it is unclear
why the cell secretes a molecule instead of rely-
ing entirely on intracellular signaling. To address
these questions, we experimentally explored the
full functional capabilities of the secrete-and-sense
circuits that arise from the interaction between
self-communication and neighbor communica-
tion. We sought common design principles that

tie together the seemingly disparate examples of
secrete-and-sense circuits. We used the budding
yeast’s mating pathway as a model system in
whichwe could systematically modify the secrete-
and-sense circuits to determine what features af-
fect the degree of self-communication versus
neighbor communication. We demonstrate that
varying the key parameters of the secrete-and-sense
circuits allows cells to achieve diverse classes of
behaviors, thus suggesting that secrete-and-sense
circuits’ functional flexibility may explain its re-
currence throughout nature.

Results

Basic Secrete-and-Sense Circuit in Yeast
Our model “secrete-and-sense system” is the hap-
loid budding yeast that has been engineered to
secrete and sense the mating pheromone a-factor
(50–60) (Fig. 1D). The cell senses the a-factor
through its membrane receptor Ste2 and responds
by expressing the green fluorescent protein (GFP)
through the a-factor–responsive promoter pFUS1
(Fig. 1D and fig. S1) (51). The cell increases GFP
expression as the concentration of the exogenous
a-factor increases. We used a far1D strain that
did not arrest its cell cycle ormate upon stimulation
by a-factor.

Disentangling Effects of Self-Communication
and Neighbor Communication
To establish whether the cell’s response to sensing
themolecule that it secreted (self-communication)
could be distinguished from its response to the
same molecule that had been secreted by its
neighboring cells (neighbor communication), we
designed an experiment in which we cultured our
secrete-and-sense strain with another strain, called
the “sense-only” strain, which senses but does not
secrete a-factor (Fig. 2A). The sense-only strain
could only respond to the a-factor secreted by
the secrete-and-sense strain. On the other hand,

a secrete-and-sense cell could potentially re-
spond to both the a-factor that it secreted (self-
communication) and the a-factor secreted by the
other secrete-and-sense cells in the same batch
liquid culture environment (neighbor communi-
cation). Thus, we reasoned that if we detected
any difference between the reporter GFP level
of the secrete-and-sense strain (referred as cell A
throughout Fig. 2) and that of the sense-only strain
(referred as cell B throughout Fig. 2), then we
could ascribe such effects to self-communication.

Construction of Library of
Secrete-and-Sense Strains
We constructed a set of secrete-and-sense strains
(Fig. 2B) and a set of sense-only strains (strain
list in table S1). In each secrete-and-sense strain,
doxycycline-inducible promoter pTET07 expressed
the MFa1 gene that encodes a-factor (MATa;
bar1D far1D) (Fig. 2B and fig. S2). Doxycycline,
a small molecule that readily diffused into the cell
to control gene expression through the promoter
pTET07, was used to tune the secretion rate of the
a-factor. Increasing concentration of doxycycline
caused an increasing expression of the genes un-
der the control of pTET07. The GFP expression
was controlled by the promoter pFUS1 that is
induced by the a-factor (fig. S1) (51). We con-
structed various secrete-and-sense strains by vary-
ing the promoter that expressed Ste2. For each
secrete-and-sense strain, we constructed an anal-
ogous sense-only strain that lacked the MFa1
gene. Each sense-only strain also constitutively
expressed the fluorescent protein mCherry, which
the secrete-and-sense strains lacked. This allowed
us to use a flow cytometer to distinguish the sense-
only strains from the secrete-and-sense strains
when they were cultured together.

Experimental Demonstration
of Self-Communication
We cultured our basic secrete-and-sense strain with
its partner basic sense-only strain. Both of these
“basic” strains had the same endogenous promoter
pSTE2 controlling expression of the Ste2 recep-
tor (fig. S3). We grew these strains together at
equal initial cell densities in 5 ml of liquid me-
dium in which we maintained a constant concen-
tration of doxycycline. We used a flow cytometer
to measure each strain’s mean single-cell GFP
fluorescence during the time course. We cultured
these strains at various total cell densities [optical
densities (ODs)] and doxycycline concentrations
(figs. S4 to S7). When both the initial total cell
density and the doxycycline concentrationwere low
(for example,OD=0.001, [doxycycline] = 6 mg/ml;
Fig. 2C, left panel), the mean GFP fluorescence
of the basic secrete-and-sense strain (cell A in
Fig. 2C, left panel) swiftly increased then pla-
teaued, whereas the mean GFP fluorescence of
the basic sense-only strain (cell B in Fig. 2C, left
panel) stayed at a basal value throughout the time
course. This shows that each basic secrete-and-
sense cell sensed and responded to the a-factor
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Table 1: A compilation of empirical diffusion constants showing the dependence on size and cellular context
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11.png)

Figure 1: Back of the envelope estimate for the diffusion constant of a sphere of radius a in water.

(http://book.bionumbers.org/wp-content/uploads/2014/08/405-f2-
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WHAT ARE THE TIME SCALES FOR DIFFUSION IN CELLS?WHAT ARE THE TIME SCALES FOR DIFFUSION IN CELLS?

One of the most pervasive processes that serves as the
reference time scale for all other processes in cells is
that of diffusion. Molecules are engaged in an incessant,
chaotic dance, as characterized in detail by the botanist
Robert Brown in his paper with the impressive title “A
Brief Account of Microscopical Observations Made in the
Months of June, July, and August, 1827, On the
Particles Contained in the Pollen of Plants, and on the
General Existence of Active Molecules in Organic and
Inorganic Bodies”.  The subject of this work has been
canonized as Brownian motion in honor of Brown’s
seminal and careful measurements of the movements
bearing his name. As he observed, diffusion refers to the
random motions undergone by small scale objects as a
result of their collisions with the molecules making up
the surrounding medium.

The study of diffusion is one of the great meeting places
for nearly all disciplines of modern science. In both
chemistry and biology, diffusion is often the dynamical
basis for a broad spectrum of different reactions. The
mathematical description of such processes has been
one of the centerpieces of mathematical physics for
nearly two centuries and permits the construction of simple rules of
thumb for evaluating the characteristic time scales of diffusive
processes. In particular, the concentration of some diffusing species
as a function of both position and time is captured mathematically
using the so-called diffusion equation. The key parameter in this
equation is the diffusion constant, D, with larger diffusion constants
indicating a higher rate of jiggling around. The value of D is
microscopically governed by the velocity of the molecule and the
mean time between collisions. One of the key results that emerges
from the mathematical analysis of diffusion problems is that the time
scale τ for a particle to travel a distance x is given on the average by τ
≈ x /D, indicating that the dimensions of the diffusion constant are
length /time. This rule of thumb shows that the diffusion time
increases quadratically with the distance, with major implications for
processes in cell biology as we now discuss.

How long does it take macromolecules to traverse a given cell? We will perform a crude
estimate. As derived in Figure 1, the characteristic diffusion constant for a molecule the
size of a monomeric protein is ≈100 µm /s in water and is about ten-fold smaller, ≈10
µm /s, inside a cell with large variations depending on the cellular context as shown in
Table 1 (larger proteins often show another order of magnitude decrease to ≈1 µm /s,
BNID 107985 (http://bionumbers.hms.harvard.edu/bionumber.aspx?&id=107985)). Using
the simple rule of thumb introduced above, we find as shown in Figure 2 that it takes
roughly 0.01 seconds for a protein to traverse the 1 micron diameter of an E. coli cell
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ABSTRACT A systematic approach is suggested to design
chemical systems capable of displaying stationary, symmetry-
breaking reaction diffusion patterns (Turing structures). The
technique utilizes the fact that reversible complexation of an
activator species to form an unreactive, immobile complex
reduces the effective diffusion constant ofthe activator, thereby
facilitating the development of Turing patterns. The chlorine
dioxide/iodine/malonic acid reaction is examined as an ex-
ample, and it is suggested that a similar phenomenon may
occur in some biological pattern formation processes.

The stable, stationary, reaction-diffusion patterns predicted
by Turing (1) have served as the basis for several theories of
morphogenesis (2, 3). They have recently been found exper-
imentally in the chlorite/iodide/malonic acid (CIMA) system
in a gel reactor (4). The difficulty in observing Turing patterns
in other systems arises from the necessary condition that the
diffusion coefficients of the activator and inhibitor species be
very different. Here, we show that introduction of a reagent
that reversibly forms an unreactive, immobile complex with
the activator species can circumvent this requirement, mak-
ing it possible to produce Turing patterns in systems that
would not otherwise exhibit such structures.
The experimental difficulty of demonstrating the chemical

nature of the postulated morphogens has prevented direct
study of the Turing mechanism in biological systems. Chem-
ical reactions, in which the relevant species can be identified
and monitored, offer far better prospects for investigating
Turing structures. The need, however, for the activator-
i.e., the species responsible for the positive feedback-to
diffuse significantly less rapidly than the inhibitor (3) has
posed a major obstacle, since in aqueous media nearly all
simple molecules and ions have diffusion coefficients within
a factor of 2 of 1.5 x 10-5 cm2.s-.§

A General Two-Variable Model

In the CIMA reaction, we have suggested that interactions of
the activator iodine species with the polyacrylamide gel
and/or with the starch indicator result in a major reduction of
the effective activator diffusion coefficient (6). Here we
generalize that idea to an algorithm for designing systems that
exhibit Turing instability. Consider a system characterized
by parameters (e.g., rate constants) p and containing an
activator species X and an inhibitor species Y that react and
diffuse according to Eq. 1.

ax a2x
-=f(x, y, p) + Dx -at az2

ay a2y
-= g(x, y, p) + Dy 2
at az

af af ag
all --- L2- ,a2y -

ax

I1]
ag

a22 -aay
where D. and Dy are the respective diffusion constants,
lowercase letters represent concentrations, and the elements
aij of the Jacobian matrix are evaluated at the steady state of
interest. The identification of X and Y as activator and
inhibitor, respectively, implies that all > 0 and a22 < 0
Suppose now that X can react to form a complex with

another species S, which is either bound to a gel matrix or is
so large that the diffusivities of S and the complex SX are
effectively zero.¶ Suppose also that the complex is unreac-
tive, either because of its chemical properties or because
steric factors prevent Y from approaching X when it is bound
to the large molecule. For simplicity we assume a large
excess of S (s >> x) uniformly distributed so that its
concentration is always very close to its initial value so. The
complex formation is described by

sx k+
X+S±SX,' K= k-' K'=Kso.

SIX k-I [2]

If the spatial distribution of S is uniform, the new reaction-
diffusion system is described by

ax a8x
-=f(x, y, p)-k+sox + kLsx + Dx -z2atXa
ay a2y
at
- (x y, p) +Dy az2

asx
- = k+sox -ksx.

[3a]

[3b]

[3c]

Ifthe formation and dissociation ofthe complex are rapid, the
concentration of SX instantaneously follows that ofX, and sx
can be expressed in terms of x by using the last two expres-
sions in Eq. 2.11 The set of differential equations can then be
simplified by adding Eqs. 3a and 3c and replacing sx by K'x.

Abbreviation: CIMA, chlorite/iodide/malonic acid.
§This is paper no. 76 in the series "Systematic Design of Chemical
Oscillations." Paper no. 75 is ref. 5.
lHunding and Sorensen (7) have suggested a similar approach to
describe size adaptation of Turing patterns in developing embryos.
"This reduction can be made rigorous using singular perturbation
theory by letting k+ = k'/E, kL = kL/E, where k+ and kL are O(1),
and then letting E -- 0.
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ABSTRACT A systematic approach is suggested to design
chemical systems capable of displaying stationary, symmetry-
breaking reaction diffusion patterns (Turing structures). The
technique utilizes the fact that reversible complexation of an
activator species to form an unreactive, immobile complex
reduces the effective diffusion constant ofthe activator, thereby
facilitating the development of Turing patterns. The chlorine
dioxide/iodine/malonic acid reaction is examined as an ex-
ample, and it is suggested that a similar phenomenon may
occur in some biological pattern formation processes.

The stable, stationary, reaction-diffusion patterns predicted
by Turing (1) have served as the basis for several theories of
morphogenesis (2, 3). They have recently been found exper-
imentally in the chlorite/iodide/malonic acid (CIMA) system
in a gel reactor (4). The difficulty in observing Turing patterns
in other systems arises from the necessary condition that the
diffusion coefficients of the activator and inhibitor species be
very different. Here, we show that introduction of a reagent
that reversibly forms an unreactive, immobile complex with
the activator species can circumvent this requirement, mak-
ing it possible to produce Turing patterns in systems that
would not otherwise exhibit such structures.
The experimental difficulty of demonstrating the chemical

nature of the postulated morphogens has prevented direct
study of the Turing mechanism in biological systems. Chem-
ical reactions, in which the relevant species can be identified
and monitored, offer far better prospects for investigating
Turing structures. The need, however, for the activator-
i.e., the species responsible for the positive feedback-to
diffuse significantly less rapidly than the inhibitor (3) has
posed a major obstacle, since in aqueous media nearly all
simple molecules and ions have diffusion coefficients within
a factor of 2 of 1.5 x 10-5 cm2.s-.§

A General Two-Variable Model

In the CIMA reaction, we have suggested that interactions of
the activator iodine species with the polyacrylamide gel
and/or with the starch indicator result in a major reduction of
the effective activator diffusion coefficient (6). Here we
generalize that idea to an algorithm for designing systems that
exhibit Turing instability. Consider a system characterized
by parameters (e.g., rate constants) p and containing an
activator species X and an inhibitor species Y that react and
diffuse according to Eq. 1.
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where D. and Dy are the respective diffusion constants,
lowercase letters represent concentrations, and the elements
aij of the Jacobian matrix are evaluated at the steady state of
interest. The identification of X and Y as activator and
inhibitor, respectively, implies that all > 0 and a22 < 0
Suppose now that X can react to form a complex with

another species S, which is either bound to a gel matrix or is
so large that the diffusivities of S and the complex SX are
effectively zero.¶ Suppose also that the complex is unreac-
tive, either because of its chemical properties or because
steric factors prevent Y from approaching X when it is bound
to the large molecule. For simplicity we assume a large
excess of S (s >> x) uniformly distributed so that its
concentration is always very close to its initial value so. The
complex formation is described by

sx k+
X+S±SX,' K= k-' K'=Kso.

SIX k-I [2]

If the spatial distribution of S is uniform, the new reaction-
diffusion system is described by
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Ifthe formation and dissociation ofthe complex are rapid, the
concentration of SX instantaneously follows that ofX, and sx
can be expressed in terms of x by using the last two expres-
sions in Eq. 2.11 The set of differential equations can then be
simplified by adding Eqs. 3a and 3c and replacing sx by K'x.

Abbreviation: CIMA, chlorite/iodide/malonic acid.
§This is paper no. 76 in the series "Systematic Design of Chemical
Oscillations." Paper no. 75 is ref. 5.
lHunding and Sorensen (7) have suggested a similar approach to
describe size adaptation of Turing patterns in developing embryos.
"This reduction can be made rigorous using singular perturbation
theory by letting k+ = k'/E, kL = kL/E, where k+ and kL are O(1),
and then letting E -- 0.
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